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#### Abstract

We address the problem of string matching in the special case where the pattern is very long. First, constant extra space algorithms are desirable with long patterns, and we describe a simplified version of Crochemore's algorithm retaining its linear time complexity and constant extra space usage. Second, long patterns are unlikely to occur in the text at all. Thus we define a generalization of string matching called Longest Prefix Matching that asks for the occurrences of the longest prefix of the pattern occurring in the text at least once, and modify the simplified Crochemore's algorithm to solve this problem. Finally, we define and solve the problem of Sparse Longest Prefix Matching that is useful when the pattern has to be split into multiple pieces because it is too long to be processed in one piece. These problems are motivated by and have application in Lempel-Ziv (LZ77) factorization.


## 1 Introduction

String matching, the problem of finding all the occurrences of a string $\mathrm{Y}[0 . . m$ ) (the pattern) in a larger string $\mathrm{X}[0 . . n)$ (the text $)_{-1}^{\mathrm{T}}$ i is a foundational problem in computer science, and has applications throughout modern computer software. Several algorithms that are optimal in space $(\mathrm{O}(1)$ extra space $)$ as well as in time $(\mathrm{O}(n+m))$ were discovered in the 80's and 90's 110 mal in theory, are greatly outperformed by algorithms that use $\mathrm{O}(\mathrm{m})$ extra space $\left[\begin{array}{ll}\underline{6}]\end{array}\right.$ and thus to date have been mostly a theoretical curiousity. Our own interest in constant extra space algorithms is, however, a practical one: the space-efficient computation of the LZ77 factorization of a string [20]. To our knowledge, this is the first practical application to make use of these optimal string matching techniques, and the first time they have been applied to problems beyond simple pattern matching.

The LZ77 factorization of large strings has many important applications these days, for example in compression $\left[\overline{6},\left[\frac{1}{2}\right]\right.$ and indexing $[9,0$ (see $[1] \mathrm{G}]$ for more applications of LZ77). The factorization can be computed in linear time but at the cost of using a lot of space space-efficient approach running in $\mathrm{O}(n d)$ time while using $\mathrm{O}(n / d)$ space. The space requirement is in addition to the text when operating in main memory [ $[14]$, and in total when using external memory [ī $\overline{1} \overline{3}]$. However, very long phrases are a problem for the basic approach and have to be processed differently. There are at most $\mathrm{O}(d)$ of such long phrases and thus we can afford to spend $\mathrm{O}(n)$ time for each. As mentioned in [1]

[^0]for string matching but it is never described in more detail. In this paper, we formulate the long phrase computation task as two more general formal problems and show how to solve them by modifying Crochemore's algorithm.

The critical operation in computing the factorization is to find the longest prefix of suffix $\mathrm{X}[i . . n)$ that occurs at the some earlier position $j<i$ in X . If the length of this prefix is $\ell$, then the next factor will be a prefix of $\mathrm{X}[i+\ell . . n)$. If we consider suffix $X[i . . n)$ as a pattern, we can formulate the operation as a special case of the following more general problem.

Definition 1. Given two strings, a text and a pattern, the Longest Prefix Matching problem is to find the length of the longest prefix of the pattern that occurs in the text and to report all occurrences of that prefix in the text.

From now on we will only consider this general problem. However, consistent with the application in LZ factorization, we focus on the case where the pattern and even the matching prefix is extremely long.

Note that if the pattern as a whole occurs in the text, the output is the occurrences of the pattern. Thus Longest Prefix Matching is a generalization of standard exact string matching. String matching algorithms based on matching pattern prefixes such as Knuth-Morris-Pratt (KMP) [ī] can be easily modified to perform Longest Prefix Matching, while others such as Boyer-Moore is very long, the space requirement of the data structures built during KMP preprocessing can become a problem. Among the constant extra space algorithms that we are aware of, Crochemore's algorithm [2] is the only one based on matching pattern prefixes. Thus it is the basis of our solution to the Longest Prefix Matching problem. Crochemore's algorithm, and particularly its analysis, is quite complicated. Our first contribution is a simplified version of the algorithm that retains the linear time complexity and constant extra space usage. We then generalize the simple version to solve the Longest Prefix Matching problem in the same time and space complexity.

Even Crochemore's algorithm needs fast access to the full pattern, but in the external memory context the pattern length may even exceed the size of the available memory. To deal with this case, we split the pattern into blocks $\mathrm{Y}=\mathrm{Y}[0 . . M) \mathrm{Y}[M . .2 M) \ldots$ that are small enough to fit in memory. We start with longest prefix matching for the first block. If the full block occurs in the text, we then process the second block but considering only occurrences that start where an occurrence of the previous block ends. We continue to process further blocks in the same way as long as necessary. The matching problem for the second and further blocks can be formulated as the following general problem:

Definition 2. Given two strings, a text and a pattern, and an ascending sequence of text positions, the Sparse Longest Prefix Matching problem is to find the length of the longest prefix of the pattern that occurs in the text starting at one of the specified positions and to report all such occurrences.

We generalize Crochemore's algorithm to solve this problem too.

## 2 Preliminaries

Strings. Consider a string $\mathrm{X}=\mathrm{X}[0 . . n-1]=\mathrm{X}[0] \mathrm{X}[1] \cdots \mathrm{X}[n-1]$ of $|\mathrm{X}|=n$ symbols drawn from an ordered alphabet $\Sigma$ of size $\sigma$. For $i=0, \ldots, n-1$ we write $\mathrm{X}_{i}$ to denote the suffix of X of length $n-i$, that is $\mathrm{X}_{i}=\mathrm{X}[i . . n-1]=\mathrm{X}[i] \mathrm{X}[i+1] \cdots \mathrm{X}[n-1]$. The lexicographically maximal among all suffixes of $X$ is denoted $M S(X)$. By $\operatorname{lcp}(X, Y)$ we denote the length of the longest common prefix of $X$ and $Y$. A string $Y$ is said to be a border of X if Y is both a prefix and a suffix of X . A string is called border-free if it has no borders, except itself and the empty string.

Periods. A positive integer $p$ is called a period of $\mathbf{X}$ if $\mathbf{X}[i]=\mathbf{X}[i+p]$ for any $i \in$ $[0 . . n-p)$. The shortest period of X is denoted $\operatorname{per}(\mathrm{X})$. We say that X is $k$-periodic if $\operatorname{per}(\mathrm{X}) \leq|\mathrm{X}| / k$. Throughout we use a classic result about periodicity due to Fine and Wilf [i]

Lemma 1 (Weak Periodicity Lemma) If a string $X$ has periods $p$ and $q$ that satisfy $p+q \leq|\mathbf{X}|$ then $\mathbf{X}$ also has period $\operatorname{gcd}(p, q)$.

## 3 Simplified Crochemore's Algorithm

Crochemore's algorithm resembles in many ways the famous Morris-Pratt [19 $\overline{1}]$ (MP in short) algorithm ${ }^{1}$. At a generic step it attempts to match the pattern Y against the suffix $\mathrm{X}_{i}$ of the text by computing $\ell=\operatorname{Icp}\left(\mathrm{X}_{i}, \mathrm{Y}\right)$ and checking whether $\ell=m$. After that it determines the next position $i+q$ in the text at which the pattern may occur. The value of $\ell$ is then either set to zero or - if partial information about $\operatorname{Icp}\left(\mathrm{X}_{i+q}, \mathrm{Y}\right)$ is known - to a positive value in order to speed up the next lap query. Note that any shift length $q$ satisfying $q \leq \operatorname{per}(\mathrm{Y}[0 . . \ell))$ is safe, i.e., prevents from missing an occurrence of Y due to the following fact.

Observation 2 Assume $\mathrm{X}_{i}[0 . . \ell)=\mathrm{Y}[0 . . \ell)$. Then for any $k \in[1 . . \operatorname{per}(\mathrm{Y}[0 . . \ell)))$ it holds $\operatorname{Icp}\left(\mathrm{X}_{i+k}, \mathrm{Y}\right)=\operatorname{Icp}\left(\mathrm{Y}_{k}, \mathrm{Y}\right)<\ell-k$.

The main difference between MP and Crochemore's algorithm is the choice of shift length $q$ and how it is computed. MP precomputes and stores $\operatorname{per}(\mathrm{Y}[0 . . i))$ for all $i \in[1 . . m]$, and always sets $q=\operatorname{per}(\mathrm{Y}[0 . . \ell)$ ) (or $q=1$ if $\ell=0$ ). Crochemore's algorithm uses only $\mathrm{O}(1)$ extra space in addition to the text and the pattern (which are treated as read-only) thus cannot afford to store these values. Instead, as the computation of $\operatorname{Icp}\left(\mathrm{X}_{i}, \mathrm{Y}\right)$ is taking place, it is simultaneously computing the lexicographically maximal suffix (together with its shortest period) of the growing pattern prefix that matches the text.

Fig. $\underline{i}_{-1}^{1}$ in shows an algorithm, called UpdateMS, that updates the maximal suffix computation when the prefix match is extended by one character. It is based on properties of maximal suffixes observed by Duval [ $[4]$ and detailed in the following theorem.

[^1]```
Function UpdateMS \((\mathrm{Y}, \ell, s, p)\)
Input: a string Y and integers \(\ell, s, p\) such that
    \(\operatorname{MS}(\mathrm{Y}[0 . . \ell))=\mathrm{Y}[s . . \ell)\) and \(p=\operatorname{per}(\mathrm{Y}[s . . \ell))\).
Output: a triple \((\ell+1, s, p)\) such that
    \(\mathrm{MS}(\mathrm{Y}[0 . . \ell+1))=\mathrm{Y}[s . . \ell+1)\) and \(p=\operatorname{per}(\mathrm{Y}[s . . \ell+1))\).
    if \(\ell=0\) then
        return \((1,0,1)\)
    \(i \leftarrow \ell\)
    while \(i<\ell+1\) do
        \(/ / \mathrm{MS}(\mathrm{Y}[0 . . i))=\mathrm{Y}[s . . i)\) and \(p=\operatorname{per}(\mathrm{Y}[s . . i))\)
        \(/ / \mathrm{A}=\mathrm{Y}[s . . s+p)\) and \(\mathrm{B}=\mathrm{Y}\left[i-\left(i \_s\right) \bmod p . . i\right)\)
        if \(\mathrm{Y}[i-p]>\mathrm{Y}[i]\) then // Theorem \(\mathbf{n}_{12}\), case (3)
            \(i \leftarrow i-(i-s) \bmod p\)
            \(s \leftarrow i\)
            \(p \leftarrow 1\)
        elsif \(\mathrm{Y}[i-p]<\mathrm{Y}[i]\) then // Theorem \(\overline{\mathrm{P}}_{1}\), case (2)
                \(p \leftarrow i-s+1\)
        \(i \leftarrow i+1\)
    return \((\ell+1, s, p)\)
```

Figure 1. A procedure extending the matching pattern prefix by one letter simultaneously updating its maximal suffix and associated shortest period.

Theorem 3 Let $\mathrm{Y}=\mathrm{PA}^{k} \mathrm{~B}$ where $\mathrm{M}:=\mathrm{MS}(\mathrm{Y})=\mathrm{A}^{k} \mathrm{~B}$ and $|\mathrm{B}|<|\mathrm{A}|=p:=$ $\operatorname{per}(\mathrm{MS}(\mathrm{Y}))$. Suppose $a \in \Sigma$ is such that $\mathrm{B} a$ is a prefix of A and $b$ is an arbitrary character. Then $\mathrm{M}_{b}:=\mathrm{MS}(\mathrm{Y} b)$ and $p_{b}:=\operatorname{per}\left(\mathrm{M}_{b}\right)$ satisfy

$$
\begin{array}{ll}
\mathrm{M}_{b}=\mathrm{M} b \text { and } p_{b}=p & \text { if } a=b \\
\mathrm{M}_{b}=\mathrm{M} b \text { and } p_{b}=|\mathrm{M} b| & \text { if } a<b \\
\mathrm{M}_{b}=\mathrm{MS}(\mathrm{~B} b) & \text { if } a>b \tag{3}
\end{array}
$$

A key to easily proving this theorem is a simple fact about maximal suffixes:
Lemma 4 Let $\mathrm{Y}=\mathrm{PA}^{k} \mathrm{~B}$, where $\mathrm{MS}(\mathrm{Y})=\mathrm{A}^{k} \mathrm{~B}$ and $|\mathrm{B}|<|\mathrm{A}|=\operatorname{per}(\mathrm{MS}(\mathrm{Y}))$. The string A is border-free.

Observe that each step of the while loop on line 4 in UpdateMS increases the value of the non-decreasing expression $i+s$. The final and initial values of $i$ differ exactly by one. Hence we can make the following observation.

Observation 5 The cost of UpdateMS is $\mathrm{O}(\Delta s)$.
The key property of maximal suffixes is the connection between $\operatorname{per}(\mathrm{Y}[0 . . \ell))$ and $\operatorname{per}(\mathrm{MS}(\mathrm{Y}[0 . . \ell))$ ). In certain (easy to recognize) situations the two values are equal. We will now give a precise description of this connection.

We point out that a superset of the properties stated next is proven in [2]. However, our version of the algorithm requires a smaller number of (slightly simpler, both in terms of the claim and the proof) formal statements and we leave the proofs to present the algorithm description standalone.

```
Algorithm \(\operatorname{Match}(\mathrm{X}, n, \mathrm{Y}, m)\)
Input: strings \(\mathrm{X}[0 . . n)\) (text) and \(\mathrm{Y}[0 . . m)\) (pattern).
Output: the set \(\mathcal{S}=\{i \in[0 . . n) \mid \mathrm{X}[i . . i+m)=\mathrm{Y}\}\).
    \(\mathcal{S} \leftarrow \emptyset\)
    \(i \leftarrow \ell \leftarrow p \leftarrow s \leftarrow 0\)
    while \(i<n\) do
        while \(i+\ell<n\) and \(\ell<m\) and \(\mathrm{X}[i+\ell]=\mathrm{Y}[\ell]\) do
                \((\ell, s, p) \leftarrow \operatorname{UpdateMS}(\mathrm{Y}, \ell, s, p)\)
        \(/ / \ell=\operatorname{lcp}\left(\mathrm{X}_{i}, \mathrm{Y}\right)\)
        if \(\ell=m\) then
                \(\mathcal{S} \leftarrow \mathcal{S} \cup\{i\}\)
            \(/ / \mathrm{MS}(\mathrm{Y}[0 . . \ell))=\mathrm{Y}[s . . \ell)\) and \(p=\operatorname{per}(\mathrm{Y}[s . . \ell))\)
            if \(p \leq \ell / 3\) and \(\mathrm{Y}[0 . . s)=\mathrm{Y}[p . . p+s)\) then \(/ / \operatorname{per}(\mathrm{Y}[0 . . \ell))=p\)
                \(i \leftarrow i+p\)
                \(\ell \leftarrow \ell-p\)
            else \(\quad / / \operatorname{per}(\mathrm{Y}[0 . . \ell))>\ell / 3\)
                \(i \leftarrow i+\lfloor\ell / 3\rfloor+1\)
                \((\ell, s, p) \leftarrow(0,0,0)\)
    return \(\mathcal{S}\)
```

Figure 2. The main procedure of the simplified Crochemore's algorithm.

Lemma 6 Let $\mathrm{Y}=\mathrm{PA}^{k} \mathrm{~B}$ where $\mathrm{MS}(\mathrm{Y})=\mathrm{A}^{k} \mathrm{~B}$ and $|\mathrm{B}|<|\mathrm{A}|=p:=\operatorname{per}(\mathrm{MS}(\mathrm{Y}))$. Then:

1. $|\mathrm{P}|<\operatorname{per}(\mathrm{Y})$
2. $\operatorname{per}(\mathrm{Y})=\operatorname{per}(\mathrm{MS}(\mathrm{Y}))$ iff P is a suffix of A
3. if Y is 3-periodic then $\operatorname{per}(\mathrm{Y})=\operatorname{per}(\mathrm{MS}(\mathrm{Y}))$

Proof. Let $p^{\prime}=\operatorname{per}(\mathrm{Y})$.

1. Otherwise $\mathrm{A}^{k} \mathrm{~B}$ occurs in $\mathrm{Y} p^{\prime}$ positions earlier, thus is not a maximal suffix.
2. A prefix of Y of length $|\mathrm{P}|+p^{\prime}$ has a border of length $|\mathrm{P}|$. If $p^{\prime}=p$ position $|\mathrm{P}|+p$ coincides with the end of A .

The opposite implication follows from the definition of a period.
3. Clearly $p \leq p^{\prime}$ as $\mathrm{A}^{k} \mathrm{~B}$ is a factor of Y . Suppose $p<p^{\prime}$ and observe that $\mathrm{A}^{k} \mathrm{~B}$ has periods $p$ and $p^{\prime}$. Moreover, $3 p^{\prime} \leq|\mathrm{Y}|$ and $|\mathrm{P}|<p^{\prime}$ imply $\left|\mathrm{A}^{k} \mathrm{~B}\right|>2 p^{\prime}>p+p^{\prime}$ hence from Lemma 'ī1' $\mathrm{A}^{k} \mathrm{~B}$ has also period $p^{\prime \prime}:=\operatorname{gcd}\left(p, p^{\prime}\right)$. But $\mathrm{A}^{k} \mathrm{~B}$ contains an occurrence of $\mathrm{Y}\left[0 . . p^{\prime}\right)$ as a factor thus $\mathrm{Y}\left[0 . . p^{\prime}\right.$ ) has period $p^{\prime \prime}<p^{\prime}$ and so (since $p^{\prime \prime} \mid p^{\prime}$ ) the whole Y as well, contradicting the definition of $p^{\prime}$.

We immediately obtain the following result (for Y as in Lemma ' $\underline{6}_{\underline{\prime}}$ ).
Corollary 7 Y is 3-periodic iff $p \leq|\mathrm{Y}| / 3$ and P is a suffix of A .
The pseudo-code of the matching procedure is given in Fig. After computing $\ell=\operatorname{Icp}\left(\mathrm{X}_{i}, \mathrm{Y}\right)$ we test if $\mathrm{Y}[0 . . \ell)$ is 3 -periodic using Corollary ${ }_{i} \mathrm{~T}_{i}$ If it is not, we can safely set $q:=\lfloor\ell / 3\rfloor$ and $\ell:=0$. Otherwise, from Lemma ${ }^{\prime} \overline{6}$, , we know that $p:=$ $\operatorname{per}(\mathrm{MS}(\mathrm{Y}[0 . . \ell)))=\operatorname{per}(\mathrm{Y}[0 . . \ell))$ thus we set $q:=p$ and decrease the match length $\ell$ by $p$, because the definition of the period implies that we can skip the first $\ell-p$ characters when computing $\operatorname{Icp}\left(\mathrm{X}_{i+p}, \mathrm{Y}\right)$.

However, now the problem is obtaining the starting position of the maximal suffix of $\mathrm{Y}[0 . . \ell-p)$ and its shortest period. As explained in the next Lemma, it turns out
that both the starting position and the shortest period of the new maximal suffix stay the same.

This is in contrast with the original Crochemore's algorithm, where 3 cases are considered when performing the shift, each with more involved formulas expressing maximal possible shifts. It results in a tight upper bound on the number of comparisons, but at the cost of intricate complexity analysis and the need for more formal statements.

Lemma 8 Assume Y is a 3-periodic string of length $\ell$. Let $\mathrm{MS}(\mathrm{Y})=\mathrm{Y}_{\text {s }}$ and $\operatorname{per}\left(\mathrm{Y}_{s}\right)=$ p. Then for $\mathrm{Y}^{\prime}:=\mathrm{Y}[0 . . \ell-p)$ we have $\mathrm{MS}\left(\mathrm{Y}^{\prime}\right)=\mathrm{Y}_{s}^{\prime}$ and $\operatorname{per}\left(\mathrm{Y}_{s}^{\prime}\right)=p$.

Proof. Suppose $\mathrm{MS}\left(\mathrm{Y}^{\prime}\right)=\mathrm{Y}_{s^{\prime}}^{\prime}$ for $s^{\prime} \neq s$. The only case that does not immediately yields $\mathrm{Y}_{s^{\prime}}>\mathrm{Y}_{s}$ (contradicting $\mathrm{MS}(\mathrm{Y})=\mathrm{Y}_{s}$ ) is when $s^{\prime}<s$ and $\mathrm{Y}_{s}^{\prime}$ is a prefix of $\mathrm{Y}_{s^{\prime}}^{\prime}$. It is also its suffix, thus $\mathrm{Y}_{s^{\prime}}^{\prime}$ has a period $s-s^{\prime}$. It also has period $p$ and inequalities $\left|\mathrm{Y}^{\prime}\right| \geq 2 p, s^{\prime}<s<p$ (recall Lemma $\left.\underline{\mathrm{G}}^{( }(1)\right)$ imply $\left|\mathrm{Y}_{s^{\prime}}^{\prime}\right| \geq 2 p-s^{\prime}>p+\left(s-s^{\prime}\right)$, thus from Lemma ${ }_{1}^{1} \mathrm{I}^{\prime} \mathrm{Y}_{s^{\prime}}^{\prime}$ has period $p^{\prime}:=\operatorname{gcd}\left(p, s-s^{\prime}\right)<p$. But $\mathrm{Y}_{s^{\prime}}^{\prime}$ contains an occurrence of $\mathrm{Y}[0 . . p)$ hence $\mathrm{Y}[0 . . p)$ must also have period $p^{\prime}$, and since $p^{\prime} \mid p$ the whole Y as well, a contradiction.

Clearly $\operatorname{per}\left(\mathrm{Y}_{s}^{\prime}\right) \leq p$, as $\mathrm{Y}_{s}^{\prime}$ is a factor of Y . It cannot be $p^{\prime}:=\operatorname{per}\left(\mathrm{Y}_{s}^{\prime}\right)<p$ because then $\mathrm{Y}_{s}^{\prime}\left[p^{\prime} . . p\right)$ is a border of $\mathrm{Y}_{s}[0 . . p)$ which is impossible by Lemma ' ${ }_{-}$.

Theorem 9 Match runs in $\mathrm{O}(n+m)$ time and uses $\mathrm{O}(1)$ extra space.

Proof. Clearly only a constant number of integer variables are used throughout the computation and neither the text nor the pattern are modified.

Each step of the while loop in line 3 increases the value of the non-decreasing expression $3 i+\ell$, thus it is executed at most $3 n+m=\mathrm{O}(n+m)$ times.

The total cost of UpdateMS is bounded by the total increase of $s$ (Observation ${ }^{\text {but }}$ ). The maximal value of $s$ is $m-1$ and it can only decrease in line 13 . But since $s<\ell$ and the decrease is always followed by increasing $i$ by $\lfloor\ell / 3\rfloor+1>s / 3, s$ can overall increase by at most $3 n+m=\mathrm{O}(n+m)$.

Finally, we divide the checks $\mathrm{Y}[0 . . s)=\mathrm{Y}[p . . p+s)$ into two groups. If the condition in line 8 evaluates to true we have $s<\operatorname{per}(\mathrm{Y}[0 . . \ell))=p$ (see Lemma ' $\overline{6}^{\prime}$ ) and $i$ is immediately increased by $p$ (line 9 ), thus the total cost of such checks is $\mathrm{O}(n)$. Otherwise $i$ is incremented by $\lfloor\ell / 3\rfloor+1>s / 3$ (line 12). The maximal value of $i$ is $n$, thus such checks overall cost at most is $3 n=\mathrm{O}(n)$.

## 4 Extensions

### 4.1 Longest Prefix Matching

We search a pattern Y inside X and keep track of the length $\ell_{\text {max }}$ of the longest matching prefix of $Y$ found so far. The pseudo-code, which is a straightforward modification of the Match procedure is given in Fig. During the computation we maintain a set of text positions $\mathcal{S}$ such that $j \in \mathcal{S}$ iff $\operatorname{Icp}\left(\mathrm{X}_{j}, \mathrm{Y}\right)=\ell_{\text {max }}$.

```
Algorithm LongestPrefixMatch \((\mathrm{X}, n, \mathrm{Y}, m)\)
Input: strings \(\mathrm{X}[0 . . n)\) (text) and \(\mathrm{Y}[0 . . m\) ) (pattern).
Output: \(\ell_{\max }=\max _{i \in[0 . . n)} \operatorname{Icp}\left(\mathrm{X}_{i}, \mathrm{Y}\right)\) and \(\mathcal{S}=\left\{j \in[0 . . n) \mid \operatorname{Icp}\left(\mathrm{X}_{j}, \mathrm{Y}\right)=\ell_{\max }\right\}\).
    \(\mathcal{S} \leftarrow \emptyset\)
    \(i \leftarrow p \leftarrow s \leftarrow \ell \leftarrow \ell_{\text {max }} \leftarrow 0\)
    while \(i<n\) do
        while \(i+\ell<n\) and \(\ell<m\) and \(\mathrm{X}[i+\ell]=\mathrm{Y}[\ell]\) do
                \((\ell, s, p) \leftarrow \operatorname{UpdateMS}(\mathrm{Y}, \ell, s, p)\)
            if \(\ell>\ell_{\text {max }}\) then
                \(\mathcal{S} \leftarrow\{i\}\)
                \(\ell_{\text {max }} \leftarrow \ell\)
            elsif \(\ell=\ell_{\text {max }}\) then
                \(\mathcal{S} \leftarrow \mathcal{S} \cup\{i\}\)
            if \(p \leq \ell / 3\) and \(\mathrm{Y}[0 . . s)=\mathrm{Y}[p . . p+s)\) then
                \(i \leftarrow i+p ; \ell \leftarrow \ell-p\)
            else
                \(i \leftarrow i+\lfloor\ell / 3\rfloor+1 ;(\ell, s, p) \leftarrow(0,0,0)\)
    return \(\left(\ell_{\max }, \mathcal{S}\right)\)
```

Figure 3. The basic algorithm solving Longest Prefix Matching problem.

Theorem 10 The algorithm LongestPrefixMatch solves the Longest Prefix Matching problem in linear time.

Proof. The time complexity follows from Theorem ${ }^{\mathbf{9}} \overline{9}_{\text {. }}$.
To prove its correctness, observe that after line 10 we have $\ell_{\max } \geq \ell$. The shift that follows is not longer than $\operatorname{per}(\mathrm{Y}[0 . . \ell)$ ), so from Observation ' we skip satisfy $\operatorname{lcp}\left(\mathrm{X}_{j}, \mathrm{Y}\right)<\ell \leq \ell_{\max }$, i.e., we only omit the candidates for $\ell_{\max }$ that would not change its value nor end up in $\mathcal{S}$.

Note that the peak size of set $\mathcal{S}$ can be much larger than the final output. For instance when $\mathrm{X}=a^{q} b$ and $\mathrm{Y}=a b$ the size of $\mathcal{S}$ reaches $q-1$ but the final $\mathcal{S}$ satisfies $|\mathcal{S}|=1$.

It is possible to get rid of this overhead as follows. First run LongestPrefixMatch but only record the length $\ell_{\max }$. Then, in the second run, collect exclusively the elements on the final set $\mathcal{S}$, which can now be easily recognized. We have proved the following

Theorem 11 It is possible to solve the Longest Prefix Matching problem in linear time and using only constant extra space in addition to the input and the output.

### 4.2 Sparse Longest Prefix Matching

Let $\mathcal{P}$ be the ascending sequence of text positions given in addition to the text X and the pattern Y. In order to solve the sparse variant of the problem, we proceed exactly the same as in the basic version, but only execute lines $4-10$ if $i \in \mathcal{P}$. We call this modified algorithm SparseLongestPrefixMatch.

Theorem 12 The algorithm SparseLongestPrefixMatch solves the Sparse Longest Prefix Matching problem in linear time.

Proof. The condition $i \in \mathcal{P}$ can be checked in constant time since $i$ never decreases and the elements of $\mathcal{P}$ are given in ascending order. The analysis from Theorem ' $\overline{9} \mathbf{\prime}$ applies to the rest of the algorithm.

In order to prove its correctness observe that whenever we are about to execute lines 4-10 the condition $\ell \leq \ell_{\max }$ is satisfied, even if $i \notin \mathcal{P}$. This is because $\ell$ increases only for positions $i \in \mathcal{P}$ and any such increase is immediately recorded in lines 6-10. Therefore the argument from Theorem ${ }_{1}^{1} \overline{1} \overline{1}$ also applies here, i.e., the positions in the text that are not inspected would never contribute to the answer.

An identical technique as for LongestPrefixMatch can be applied to reduce the memory overhead caused by the large peak size of $\mathcal{S}$ yielding
Theorem 13 It is possible to solve the Sparse Longest Prefix Matching problem in linear time and using only constant extra space in addition to the input and the output.
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