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Abstract. Multiple exact string matching is one of the fundamental problems in com-
puter science and finds applications in many other fields, among which computational
biology and intrusion detection. It turns out that short patterns appear in many in-
stances of such problems and, in most cases, sensibly affect the performances of the
algorithms. Recent solutions in the field of string matching try to exploit the power
of the word RAM model to speed-up the performances of classical algorithms. In this
model an algorithm operates on words of length w, grouping blocks of characters, and
arithmetic and logic operations on the words take one unit of time. This study presents
a first preliminary attempt to develop a filter based exact multiple string matching algo-
rithm for searching set of short patterns by taking benefit from Intel’s SSE (streaming
SIMD extensions) technology. Our experimental results on small, medium, and large
alphabet text files show that the proposed algorithm is competitive in the case of short
patterns against other efficient solutions, which are known to be among the fastest in
practice.

Keywords: multiple string matching, experimental algorithms, text-processing, short
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1 Introduction

In this article we consider the multiple string matching problem which is the problem
of searching for all exact occurrences of a set of r patterns in a text t, of length n,
where the text and patterns are sequences over a finite alphabet Σ.

Multiple string matching is an important problem in many application areas of
computer science. For instance, in computational biology, with the availability of large
amounts of DNA data, matching of nucleotide sequences has become an important
application and there is an increasing demand for fast computer methods for analysis
and data retrieval, e.g., in metagenomics [16,15], we have a set of short patterns which
are the extracted DNA fragments of some species, and we would like to check if they
exist in another living organism. Although there are various kinds of comparison tools
that provide aligning and approximate matching, most of them are based on exact
matching in order to speed up the process.

Another important usage of multiple pattern matching algorithms appears in net-
work intrusion detection systems such as Snort [29] as well as in anti-virus software.
Snort is a light-weight open-source NIDS which can filter packets based on predefined
rules. If the packet matches a certain header rule then its payload is scanned against
a set of predefined patterns associated with the header rule. The number of patterns
can be in the order of a few thousands1. In all these applications, the speed at which
pattern matching is performed critically affects the system throughput and although

1 Snort version 2.9 contains over 2000 strings
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only a small portion of such rules contains short patterns, it turns out that they
sensibly affect the performance of multiple string matching algorithm [31]. Moreover
another major performance bottleneck of the regarding solutions to these problems is
to achieve high-speed multiple pattern matching required to detect malicious patterns
of ever growing sets.

This paper presents the results of a first preliminary attempt to develop a fast
and practical algorithm for the multiple exact string matching problem which focuses
on sets of short patterns. The algorithm we propose, named Multiple Exact Packed
String Matching algorithm (MEPSM for short), is designed using specialized word-size
packed string matching instructions based on the Intel streaming SIMD extensions
(SSE) technology. It can be seen as an extension of the MSSEF algorithm [20,10] that
was designed for searching long patterns and has been evaluated amongst the fastest
algorithms when the length of the pattern is greater than 32 characters. Thus in the
present note we concentrate on solutions which could be used for searching sets of
patterns shorter than 32 characters.

This work presents a preliminary result, meaning that our algorithm is still a work

in progress. Specifically it obtains competitive results only for patterns with a length
between 16 and 32, while much work has to be done for obtaining a fast solution for
sets of patterns shorter than 16 characters. This will be the goal of our future work.

In Section 2, we introduce some notations and the terminology we adopt through-
out the paper. We survey the most relevant existing algorithms for the multiple string
matching problem in Section 3. We then present a new algorithm for the multiple
string matching problem in Section 4 and report experimental results under various
conditions in Section 5. Conclusions and perspectives are given in Section 6.

2 Notions and Terminology

Throughout the paper we will make use of the following notations and terminology.
A string p of length ℓ > 0 is represented as a finite array p[0 . . . ℓ − 1] of characters
from a finite alphabet Σ of size σ. Thus p[i] will denote the (i+ 1)-st character of p,
and p[i . . . j] will denote the factor (or substring) of p contained between the (i+1)-st
and the (j + 1)-st characters of p, for 0 ≤ i ≤ j < ℓ.

Given a set of r patterns P = {p0, p1, . . . , pr−1}, we indicate with symbol mi the
length of the pattern pi, for 0 ≤ i < r, while the length of the shortest pattern in P
is denoted by m′, i.e. m′ = min{mi | 0 ≤ i < r}. The length of P , which consists of
the sum of the lengths of the pis is denoted by m, i.e. m =

∑

r−1
i=0 mi.

We indicate with symbol w the number of bits in a computer word and with
symbol γ = ⌈log σ⌉ the number of bits used for encoding a single character of the
alphabet Σ. The number of characters of the alphabet that fit in a single word is
denoted by α = ⌊w/γ⌋. Without loss of generality we will assume throughout the
paper that γ divides w.

In chunks of α characters, any string p of length ℓ is represented by an array of
blocks P [0 . . . k − 1] of length k = ⌈ℓ/α⌉. Each block P [i] consists of α characters
of p and in particular P [i] = p[iα . . . iα + α − 1], for 0 ≤ i < k. The last block of
the string P [k − 1] is not complete if (ℓ mod α) 6= 0. In that case we suppose the
rightmost remaining characters of the block are set to zero. Given a set of patterns
P , we define L = ⌈m′/α⌉ − 1 as the zero-based address of the last α-character block
of the shortest pattern in P , whose individual characters are totally composed of the
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characters of the pattern without any padding. Actually, if the length of the shortest
pattern in P is a multiple of α, there is no padding in the last α-characters block,
and thus, L = ⌈m′/α⌉ − 1. In the other cases, L is the index of the block preceding
the last one, as the last one is not a complete block, making L = ⌈m′/α⌉ − 2.

Although different values of α and γ are possible, in most cases we assume that
α = 16 and γ = 8, which is the most common setting while working with characters
in ASCII code and in a word RAM model with 128-bit registers, available in almost
all recent processors supporting single instruction multiple data (SIMD) operations.

3 Previous Results

Let P = {p0, p1, . . . , pr−1} be a set of r patterns, where pattern pi has length mi,
for 0 ≤ i < r, and let t be a text of length n. Moreover let m =

∑

r−1
i=0 mi and let

m′ = min{mi | 0 ≤ i < m} be the length of the shortest pattern of P .
A first trivial solution to the multiple string matching problem consists of applying

an exact string matching algorithm for locating each pattern in P . If we use the well–
known Knuth-Morris-Pratt algorithm (KMP) [18], whose search phase is linear in the
dimension of the text, this solution has an O(m + rn) worst case time complexity.
However, in many practical cases it is possible to avoid reading all the characters of
the text achieving sub-linear performances on average.

In a computational model, where the matching algorithm is restricted to read all
the characters of the text one by one, the optimal complexity of the multiple pattern
matching problem is O(m + n) while the optimal average complexity of the prob-
lem is O(n log

σ
(rm′)/m′) [23]. Such complexities were achieved the first time by the

well–known Aho-Corasick algorithm [1] and by the Set-Backward-DAWG-Matching
(SBDM) algorithm [26,8], respectively. The SBNDM algorithm is based on the suffix
automaton that builds an exact indexing structure for the reverse strings of P such as
a factor automaton or a generalized suffix tree. However experimental investigations
highlighted that the bottleneck of the SBDM algorithm is the construction time and
space consumption of the exact indexing structure. This can be partially avoided by
replacing the exact indexing structure by a factor oracle for a set of strings, which is
performed in the Set Backward Oracle Matching (SBOM) algorithm [2].

Hashing is an extensively used approach in string matching [17] and also provides
a simple and efficient method to design an efficient algorithm for multiple pattern
matching with a sub-linear average complexity. It has been used first by Wu and
Manber [34] (WM) whose algorithm constructs an index table for blocks of q charac-
ters. Their method is incorporated in the agrep command [32].

Recently Faro and Lecroq [13] presented an improvement of WM algorithm based
on hashing and q-grams which provides good performances in practical cases. Their
method is based on the combination of multiple hash functions with the aim of
improving the filtering phase, i.e. to reduce the number of candidate occurrences found
by the algorithm. They conduct an experimental evaluation to show the efficiency of
the method for matching DNA sequences.

In the last two decades a lot of work has been made in order to exploit the power
of the word RAM model of computation to speed-up string matching algorithms for a
single pattern. In this model, the computer operates on words of length w, thus blocks
of characters are read and processed at once. This means that usual arithmetic and
logic operations on the words all take one unit of time. Most of the solutions which



S. Faro et al.: Towards a Very Fast Multiple String Matching Algorithm for Short Patterns 81

exploit the word RAM model are based on the bit-parallelism technique or on the
packed string matching technique.

The bit-parallelism technique [3] takes advantage of the intrinsic parallelism of
the bit operations inside a computer word, allowing to cut down the number of oper-
ations that an algorithm performs by a factor up to w. Bit-parallelism is particularly
suitable for the efficient simulation of nondeterministic automata [7]. The Shift-Or
[3] and BNDM [24] algorithms, which are the representatives of this genre, can be
easily extended to the multiple patterns case by deriving the corresponding automata
from the maximal trie of the set of patterns [33,25]. The resulting algorithms have a
O(σ⌈m/w⌉)-space complexity and work inO(n⌈m/w⌉) andO(n⌈m/w⌉m′) worst-case
searching time complexity, respectively. Another efficient solution is the MBNDM al-
gorithm [28], which computes a superimposed pattern from the patterns of the input
set when using a condensed alphabet of q characters, and performs filtering using the
approach of the standard BNDM algorithm.

However, the bit-parallel encoding requires one bit per automaton state, for a
total of (at most) ⌈m/w⌉ computer words. Thus, as long as all the automaton states
fit in a computer word, bit-parallel algorithms are extremely fast, otherwise their
performances degrade as the number of states of the automaton grows. Although there
have been efforts to overcome word-size limitation [19,21,5,6], their performances are
still not satisfactory to meet the expectation in practice.

In the packed string matching technique multiple characters are packed into one
larger word, so that the characters can be compared in bulk rather than individually.
In this context, if the characters of a string are drawn from an alphabet of size σ, then
⌊w/log σ⌋ different characters fit in a single word, using ⌊log σ⌋ bits per character.
The packing factor is α = w/log σ.

The recent study of Ben-Kiki et al. [4] reached the optimal O(n/α + occ)-time
complexity for single string matching in O(1) extra space, where occ is the number of
occurrences of the searched pattern. From a practical point of view a very recent algo-
rithm by the authors [10], named Exact Packed String Matching algorithm (EPSM)
turns out to be the fastest solution in the case of short patterns. When the length
of the searched pattern increases, the SSEF [20] algorithm that performs filtering via
the SIMD instructions becomes the best solution in many cases [11,14,12].

In the field of multiple pattern matching in [9] the authors introduced a filter
based algorithm, named MSSEF, designed for long patterns, and which benefits from
computers intrinsic SIMD instructions. The best and worst case time complexities of
the algorithm are O(n/m) and O(nm), respectively. The gain obtained in speed via
MSSEF becomes much more significant with the increasing set sizes. Hence, consid-
ering the fact that the number of malicious patterns in intrusion detection systems or
anti-virus software is ever growing as well as the reads produced by next-generation
sequencing platforms, the proposed algorithm is supposed to serve a good basis for
massive multiple long pattern search applications on these areas.

To the best of our knowledge, packed string matching has not been explored before
for multiple pattern matching, and MSSEF is the initial study of this genre.

4 A New Multiple Pattern Matching Algorithm

In this section we present a new multiple string matching algorithm for short patterns,
named Multiple Exact Packed String Matching algorithm (MEPSM), and which ex-
tends the MSSEF multiple pattern matching algorithm designed for long patterns.
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Along the same line of the MSSEF algorithm the MEPSM algorithm is based on a
filter mechanism. It first searches the text for candidate occurrences of the patterns
using a collection of fingerprint values computed in a preprocessing phase from the
set of patterns P . Then the text is scanned by extracting fingerprint values at fixed
intervals and in case of a matching fingerprint at a specific position, a naive check
follows at that position for all patterns which resemble the detected fingerprint value.

MEPSM is designed to be effective on sets of short patterns, where the the upper
limit for the length of the shortest pattern of the set is 32 (m′ ≤ 32). The MEPSM
algorithm runs in O(nm) worst case time complexity and use O(rm′+2α) additional
space, where we remember that m′ is the length of the shortest pattern in P .

In what follows, we first describe in Section 4.1 the computational model we use
for the description of our solutions. Then we describe the preprocessing phase and
the searching phase of the MEPSM algorithm in Section 4.2 and in Section 4.3,
respectively. We conduct a brief complexity analysis of the algorithm in Section 4.4.

4.1 The Model

In the design of our algorithm we use specialized word-size packed string matching
instructions, based on the Intel streaming SIMD extensions (SSE) technology. SIMD
instructions exist in many recent microprocessors supporting parallel execution of
some operations on multiple data simultaneously via a set of special instructions
working on limited number of special registers. Although the usage of SIMD has been
explored deeply in multimedia processing, implementation of encryption/decryption
algorithms, and on some scientific calculations, only in recent years it has been ad-
dressed in string matching [20,9,10].

In our model of computation we suppose that w is the number of bits in a word
and σ is the size of the alphabet. When the pattern is short we process the text in
chunks of ρ characters, where ρ ≤ α.

In most practical applications we have σ = 256 (ASCII code). Moreover SSE
specialized instructions allow to work on 128-bit registers, thus reading and processing
blocks of sixteen 8-bit characters in a single time unit (thus α = 16). Our algorithms
are allowed to scan the text in block of 4, 8 and 16 characters.

The specialized word-size packed instruction which is used by our algorithm is
named pcrcf (packed cyclic redundancy check fingerprint).

A cyclic redundancy check (CRC) is an error-detecting code commonly used in
digital networks and storage devices to detect accidental changes to raw data. It was
first proposed by W. Wesley Peterson during 1961 [27]. A CRC device calculates a
short, fixed-length binary sequence, called check value, for each block of data to be
sent or stored and appends it to the data. The check value is based on the remainder
of a polynomial division of their contents.

Thus the check value of a block of data can be seen as a fingerprint of the block
and can be used to evaluate the resemblance of two blocks.

Specifically the instruction pcrcf(B, k), computes an α-bit fingerprint r from a
k-bit register B. In practical cases r is a 16-bit register, while the value of k could be
16, 32 or 64, depending on the length of the pattern.

The pcrcf(B, k) specialized instruction can be emulated in constant time by using
the following sequence of specialized SIMD instructions
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(i) crc32 ← mm crc32 u16(ac, B) if B is a 16 bit register
r ← (unsigned short int) crc32

(ii) crc32 ← mm crc32 u32(ac, B) if B is a 32 bit register
r ← (unsigned short int) crc32

(iii) crc32 ← mm crc32 u64(ac, B) if B is a 64 bit register
r ← (unsigned short int) crc32

Specifically these instructions compute a 32-bit register crc32 which is the cyclic re-
dundancy check of the k-bit register B. The parameter ac is a CRC additive constant.
The instruction starts with the initial value in ac, accumulates a cyclic redundancy
check value for B and stores the result in crc32. Then a second instruction is applied
in order to downsample the crc32 register and get the 16-bit signature of B. In our
implementation we simply take the lower 16 bits of crc32 by casting it to an unsigned
short int.

In the Intel Core i7 processors, the instructions shown above are implemented
with a latency of three cycles and a throughput of one cycle.

We are now ready to describe the new multiple string matching algorithm.

4.2 The Preprocessing Phase

Given a set of patterns P = {p0, p1, . . . , pr−1}, where pattern pi has length mi, let
m′ = min{mi | 0 ≤ i < r} denote the length of the shortest pattern in P , and
L = ⌈m′/ρ⌉−1. The preprocessing phase of the MEPSM algorithm, which is depicted
in Figure 1 (on the left), consists in compiling all the possible fingerprint values of
the patterns in the input set P according to all possible alignments with a block of ρ
characters. In particular we set

ρ = min{i | 2i+1 > m},

getting ρ = 16 when 16 ≤ m < 32, ρ = 8 when 8 ≤ m < 16 and ρ = 4 when
4 ≤ m < 8.

Thus a fingerprint value is computed for each block pi[j . . . j+ρ−1], for 0 ≤ i < r
and 0 ≤ j ≤ ρL. The corresponding fingerprint of a block B of α characters is the α
bits register returned by the instruction pcrcf(B, k) (where k = ρ× 8).

To this purpose a table F of size 2α is computed in order to store, for any possible
fingerprint value v, the set of pairs (i, j) such that pcrcf(pi[j . . . j + ρ − 1], k) = v.
More formally we have, for 0 ≤ v < 2α

F [v] =
{

(i, j) | 0 ≤ i < r, 0 ≤ j ≤ αL and wsfp(pi[j . . . j + ρ− 1], k) = v
}

.

4.3 The Searching Phase

Let t be a text of length n and let T [0 . . . N ] be the text t represented in blocks of ρ
characters, where N = ⌈n/ρ⌉ − 1. Moreover let L = ⌈m′/ρ⌉ − 1.

The basic idea of the searching phase is to compute a fingerprint value for each
block of the text T [zL], where 0 ≤ z < ⌊N/L⌋, to explore if it is appropriate to observe
any pattern in P involving an alignment with the block T [zL]. If the fingerprint value
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Preprocessing(P, r,m′, ρ)
1. L← ⌈m′/ρ⌉ − 1
2. for v ← 0 to 2α − 1 do F [v]← ∅
3. for i← 0 to r − 1 do
4. for j ← 0 to ρL do
5. a← pi[j . . . j + ρ− 1]
6. v ← pcrcf(a, ρ× 8)
7. F [v]← F [v] ∪ {(i, j)}
8. return F

MEPSM(P, r, t, n, ρ)
1. m′ ← min{mi | 0 ≤ i < r}
2. F ←Preprocessing(P, r,m′, ρ)
3. N ← ⌈n/ρ⌉ − 1; L← ⌈m′/ρ⌉ − 1
4. for s = 0 to N step L do
5. v ← pcrcf(T [s], ρ× 8)
6. for each (i, j) ∈ F [v] do
7. if pi = t[sρ− j . . . sρ− j +mi − 1] then
8. output (sρ− j, i)

Figure 1. The pseudo-code of the MSSEF multiple string matching algorithm.

indicates that some of the alignments are possible, then those fitting are naively
checked.

The pseudo-code given in Figure 1 (on the right) depicts the skeleton of the
MEPSM algorithm. The main loop investigates the blocks of the text T in steps of
L blocks. If the fingerprint v computed on T [s] is not empty, then the appropriate
positions listed in F [v] are verified accordingly.

In particular F [v] contains a linked list of pairs (i, j) marking the pattern pi and
the beginning position of the pattern in the text. While investigating occurrences on
T [s], if F [v] contains the couple (i, j), this indicates the pattern pi may potentially
begin at position (sρ − j) of the text. In that case, a complete verification is to be
performed between p and t[sρ−j . . . sρ−j+mi−1] via a symbol-by-symbol inspection.

4.4 Complexity Analysis

In this Section we give a brief time and space analysis of the MEPSM algorithm.

The preprocessing phase of the MSSEF algorithm requires some additional space
to store the rm′ possible alignments in the 2α locations of the table F . Thus the space
requirements of the algorithm is O(rm′+2α). Assume L = ⌈m′/ρ⌉− 1. The first loop
of the preprocessing phase just initializes the table F , while the second for loop is
run Lα times. Thus, time complexity of preprocessing is O(Lρ) that approximates to
O(m).

Assume now N = ⌈n/ρ⌉−1. The searching phase of the algorithm investigates the
N blocks of the text T in steps of L blocks. The total number of filtering operations
is exactly N/L. At each attempt, the maximum number of verification requests is ρL,
since the filter gives information about that number of appropriate alignments of the
patterns.

On the other hand, if the computed fingerprint points to an empty location in F ,
then there is obviously no need for verification. The verification cost for a pattern
pi ∈ P is assumed to be O(mi), with the brute-force checking of the pattern. Hence,
in the worst case the time complexity of the verification is O(Lρm), which happens
when all patterns in P must be verified at any possible beginning position.

From these facts, the best case complexity isO(N/L), and worst case complexity is
O((N/L)(Lρm)), which approximately converge to O(n/m′) and O(nm) respectively.
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5 Experimental results

In this section we present experimental results in order to evaluate the performances
of the newly presented algorithm and to compare it against the best algorithms known
in literature for multiple string matching problem.

In particular we compared the performances of the MEPSM algorithm against
the fastest algorithms known in literature, and specifically:

– MBNDM(q): the Multiple Backward DAWG Matching algorithm [30,28], with
values of q ranging from 3 to 8;

– WM(q, h): the Wu-Manber algorithm [34] with, values of q ranging from 3 to 8
and values of h ranging from 1 to 3.

However, in our experimental results only the best versions of the MBNDM(q) and
WM(q, h) algorithms are reported, indicating the corresponding values of q and h.

All algorithms have been implemented in the C programming language and have
been compiled with the GNU C Compiler, using the optimization options -O3. The
experiments were executed locally on an MacBook Pro with 4 Cores, a 2 GHz Intel
Core i7 processor, 4 GB RAM 1333 MHz DDR3, 256 KB of L2 Cache and 6 MB of
Cache L3. Algorithms have been compared in terms of running times, including any
preprocessing time, measured with a hardware cycle counter, available on modern
CPUs.

For the evaluation, we use a genome sequence, a protein sequence and a natural
language text (English language), all sequences of 4MB. The sequences are provided
by the Smart research tool2 and are available online for download. We have generated
sets of 10, 100, 1.000 and 10.000 patterns of fixed length ℓ for the tests. In all cases
the patterns were randomly extracted from the text.

For each case we reported the mean over the running times of 200 runs. Tables 1, 2,
and 3 lists the timings achieved on genome, protein, and english texts, respectively.
Running times are expressed in thousands of seconds. We report the mean of the
overall running times and (just below) the mean of the preprocessing time. Best
times have been boldfaced.

Moreover it is important to notice that, in our experimental results, the value ℓ
was made ranging over the values 16 to 32, which is the range where good results
have been obtained by the MEPSM algorithm.

When searching sets of shorter patterns, with a length m < 16, our CRC filter
technique did not obtain competitive performance underlining that additional work
must be done in order to achieve better results on very short patterns.

Table 1 shows experimental results obtained by searching a genome sequence. It
turns out that in all cases the MEPSM algorithms obtain the best results against
previous solutions. It is up to 3 times faster than the second best result. The speed
up becomes more sensible when the size of the set of patterns increases, while it
slightly decreases when the length of the patterns increases.

The results reported in Table 1 highlight that the CRC filter technique is partic-
ularly efficient for DNA data, improving the performances of the MEPSM algorithm.

In Table 2 results obtained by searching a protein sequence are reported. In this
case the MEPSM algorithm obtains always better results only when searching for set
of 100 and 1.000 patterns.

2 The Smart tool is available online at http://www.dmi.unict.it/~faro/smart/

http://www.dmi.unict.it/~faro/smart/
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(A) m 16 18 20 22 24 26 28 30 32

WM(5,1) 5.64 5.22 4.94 4.70 4.54 4.40 4.31 4.18 4.10
0.43 0.42 0.44 0.42 0.43 0.43 0.44 0.43 0.44

MBNDM(5) 4.42 4.44 4.44 4.45 4.44 4.42 4.45 4.44 4.45
0.17 0.17 0.17 0.17 0.17 0.17 0.17 0.17 0.17

MEPSM 3.89 3.90 3.89 3.88 3.13 3.12 3.13 3.14 2.78

0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01

(B) m 16 18 20 22 24 26 28 30 32

WM(5,1) 9.78 9.38 8.96 8.73 8.60 8.42 8.22 8.10 8.07
0.44 0.44 0.44 0.44 0.44 0.44 0.44 0.43 0.44

WM(8,1) 9.98 8.96 8.18 7.62 7.21 6.88 6.55 6.32 6.18
0.44 0.44 0.44 0.44 0.44 0.45 0.44 0.44 0.45

MBNDM(5) 9.04 9.02 9.03 9.03 9.05 9.02 9.05 9.05 9.01
0.21 0.21 0.22 0.21 0.21 0.21 0.21 0.21 0.21

MEPSM 4.27 4.26 4.24 4.23 3.54 3.54 3.54 3.54 3.24

0.04 0.04 0.04 0.04 0.08 0.08 0.08 0.08 0.12

(C) m 16 18 20 22 24 26 28 30 32

WM(8,1) 41.44 38.26 37.24 36.00 35.08 34.24 32.79 32.42 32.09
0.52 0.52 0.54 0.56 0.57 0.59 0.58 0.60 0.60

WM(8,2) 41.55 32.83 28.83 27.56 25.55 24.93 23.02 22.52 22.05
0.64 0.69 0.71 0.73 0.73 0.77 0.75 0.78 0.80

MBNDM(8) 25.22 25.23 25.28 25.09 25.36 25.05 25.14 25.28 25.33
0.39 0.39 0.39 0.39 0.39 0.40 0.39 0.40 0.40

MEPSM 8.08 8.09 8.05 7.87 7.96 7.92 7.89 7.96 8.53

0.40 0.40 0.40 0.40 0.77 0.77 0.77 0.78 1.15

(D) m 16 18 20 22 24 26 28 30 32

WM(5,2) 119.29 119.49 119.68 122.00 120.50 120.28 120.53 120.82 120.94
1.72 1.86 2.00 2.18 2.32 2.43 2.57 2.74 2.85

WM(8,2) 135.98 126.30 124.21 125.15 123.64 123.50 123.78 123.62 123.99
1.58 1.77 2.00 2.24 2.43 2.61 2.82 3.04 3.22

MBNDM(8) 377.14 386.98 389.70 393.60 393.82 397.11 415.40 421.28 420.84
1.34 1.37 1.37 1.38 1.39 1.40 1.45 1.46 1.46

MEPSM 50.97 51.55 47.62 47.60 51.52 51.90 55.93 54.60 64.85

3.87 3.92 3.97 4.00 7.65 7.66 8.21 8.02 11.78

Table 1. Experimental results on a genome sequence of 4 MB. Running times obtained while
searching for sets of (A) 10 patterns, (B) 100 patterns, (C) 1.000 patterns and (D) 10.000 patterns.

When the set of patterns is small (10 patterns) the MEPSM algorithm is outper-
formed by the MBNDM algorithm for short patterns. However it obtains the best
results for patterns with a length greater than 22. Again the MBNDM algorithm is
the best choice when the set of patterns increases to 10.000 elements. In this last
case the performances of the algorithm decreases sensibly when the length of the
pattern increases. This behavior is also due to the increase of the preprocessing time
consumed by the algorithm.

It turns out from experimental data shown in Table 2 that protein sequences are
much more difficult to be filtered by the CRC filter technique proposed in this paper.

Finally in Table 3 experimental results are reported showing the running times
obtained by searching on a natural language text. When searching this type of data
the MEPSM algorithm turns out to be the best solution in almost all cases. It is second
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(A) m 16 18 20 22 24 26 28 30 32

WM(3,1) 5.10 4.80 4.58 4.39 4.24 4.12 4.02 3.93 3.87
0.44 0.43 0.44 0.43 0.43 0.44 0.43 0.43 0.43

WM(6,1) 5.53 5.10 4.75 4.51 4.33 4.18 4.07 3.93 3.84
0.43 0.43 0.44 0.43 0.43 0.43 0.43 0.42 0.42

MBNDM(3) 3.31 3.30 3.32 3.31 3.30 3.31 3.31 3.30 3.30
0.17 0.17 0.17 0.17 0.17 0.17 0.17 0.17 0.17

MEPSM 3.89 3.86 3.88 3.88 3.14 3.14 3.11 3.12 2.77

0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01

(B) m 16 18 20 22 24 26 28 30 32

WM(3,1) 5.59 5.29 5.07 4.89 4.77 4.72 4.51 4.48 4.36
0.43 0.43 0.43 0.43 0.45 0.43 0.43 0.44 0.43

WM(4,1) 6.31 5.93 5.66 5.36 5.06 5.09 4.72 4.64 4.50
0.43 0.43 0.43 0.44 0.44 0.45 0.44 0.44 0.44

MBNDM(5) 4.34 4.34 4.34 4.34 4.34 4.36 4.35 4.35 4.36
0.26 0.26 0.26 0.25 0.25 0.26 0.25 0.26 0.26

MEPSM 4.00 3.99 4.01 4.03 3.33 3.33 3.34 3.34 3.02

0.04 0.04 0.04 0.04 0.08 0.08 0.08 0.08 0.12

(C) m 16 18 20 22 24 26 28 30 32

WM(4,1) 8.28 7.71 7.49 7.23 6.98 6.86 6.72 6.59 6.48
0.53 0.54 0.56 0.56 0.57 0.57 0.59 0.59 0.60

WM(8,1) 9.87 8.78 8.06 7.54 7.11 6.77 6.52 6.31 6.17
0.53 0.54 0.56 0.58 0.58 0.59 0.60 0.62 0.64

MBNDM(5) 8.47 8.52 8.50 8.51 8.57 8.58 8.51 8.49 8.64
0.37 0.39 0.38 0.38 0.38 0.39 0.38 0.38 0.39

MBNDM(8) 7.76 7.81 7.80 7.84 7.84 7.90 7.81 7.85 7.98
0.52 0.52 0.53 0.52 0.53 0.54 0.53 0.53 0.54

MEPSM 5.65 5.67 5.96 6.04 5.63 5.62 5.60 5.61 5.76

0.40 0.40 0.40 0.41 0.79 0.79 0.79 0.79 1.18

(D) m 16 18 20 22 24 26 28 30 32

WM(8,1) 24.36 23.05 22.48 22.11 21.82 21.76 21.58 21.53 21.63
1.54 1.65 1.78 1.91 2.03 2.16 2.25 2.39 2.49

MBNDM(8) 19.75 19.68 19.75 19.76 19.94 19.95 20.06 20.60 20.72

1.51 1.51 1.51 1.52 1.55 1.56 1.59 1.60 1.62

MEPSM 22.74 22.84 27.43 27.36 31.75 31.29 32.03 33.41 42.73
4.05 4.08 3.97 3.95 7.71 7.72 7.74 7.83 11.56

Table 2. Experimental results on a protein sequence of 4 MB. Running times obtained while search-
ing for sets of (A) 10 patterns, (B) 100 patterns, (C) 1.000 patterns and (D) 10.000 patterns.

to the WM(q, h) algorithm only in the case of large set of long patterns (r = 10.000
patterns and m ≥ 22). In all other cases the algorithms perform better than previous
solutions obtaining a speed up of almost 40% in particular cases.

Table 4 summarizes the speed up ratios achieved via the new algorithms. Here
a ratio equal to a value x means that the MPESM algorithm is x times faster than
the best solution obtained by a previous algorithm. Thus the larger the ratios mean
the better the results, while ratios less than 0 mean that the MPESM algorithm is
outperformed by another algorithm.

As can be viewed from that table, the newly proposed solution are in general faster
then the competitors. The most significant performance enhancement is observed on
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(A) m 16 18 20 22 24 26 28 30 32

WM(5,1) 5.91 5.47 5.14 4.88 4.71 4.54 4.40 4.29 4.20
0.42 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.44

WM(6,1) 5.85 5.39 5.05 4.77 4.64 4.46 4.30 4.20 4.12
0.43 0.43 0.43 0.42 0.42 0.43 0.43 0.42 0.44

MBNDM(5) 4.37 4.37 4.41 4.39 4.39 4.42 4.43 4.41 4.39
0.17 0.17 0.17 0.17 0.17 0.17 0.17 0.17 0.17

MEPSM 3.86 3.87 3.87 3.85 3.13 3.12 3.13 3.11 2.77

0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01

(B) m 16 18 20 22 24 26 28 30 32

WM(5,1) 7.95 7.44 6.88 6.67 6.34 6.10 5.91 5.80 5.60
0.42 0.44 0.42 0.44 0.43 0.44 0.44 0.44 0.44

WM(7,1) 8.37 7.58 7.02 6.66 6.26 6.00 5.80 5.63 5.47
0.39 0.41 0.41 0.40 0.40 0.40 0.41 0.40 0.40

MBNDM(5) 8.22 8.20 8.08 8.17 8.20 8.19 8.21 8.20 8.21
0.24 0.25 0.25 0.25 0.25 0.24 0.25 0.25 0.25

MBNDM(8) 7.48 7.48 7.71 7.56 7.48 7.51 7.48 7.48 7.44
0.28 0.28 0.29 0.28 0.28 0.28 0.27 0.27 0.28

MEPSM 4.46 4.51 4.45 4.42 3.77 3.71 3.71 3.72 3.40

0.04 0.04 0.04 0.04 0.08 0.08 0.08 0.08 0.12

(C) m 16 18 20 22 24 26 28 30 32

WMQ(8,1) 21.01 18.84 17.13 15.96 15.11 14.45 14.04 13.55 13.33
0.54 0.55 0.55 0.58 0.59 0.60 0.60 0.62 0.62

WM(8,2) 27.18 20.27 17.41 15.89 14.68 14.07 13.16 12.68 12.24
0.67 0.70 0.72 0.76 0.77 0.80 0.82 0.86 0.85

MBNDM(5) 16.60 16.61 16.57 16.56 16.61 16.54 16.62 16.72 16.65
0.38 0.38 0.38 0.38 0.38 0.38 0.38 0.38 0.38

MEPSM 10.37 10.40 9.92 9.93 9.62 9.61 9.61 9.68 9.83

0.40 0.40 0.39 0.40 0.79 0.77 0.78 0.78 1.18

(D) m 16 18 20 22 24 26 28 30 32

WM(5,2) 91.42 86.60 84.85 82.93 83.23 80.96 80.34 79.82 80.08
1.91 2.03 2.18 2.35 2.52 2.65 2.81 2.94 3.12

WM(8,2) 90.23 74.00 68.27 64.27 62.50 59.98 58.69 57.97 57.91

1.70 1.92 2.16 2.40 2.65 2.86 3.08 3.32 3.54

MBNDM(8) 116.23 116.98 117.73 118.21 118.91 119.29 119.18 119.94 119.78
1.45 1.44 1.47 1.47 1.48 1.51 1.50 1.53 1.53

MEPSM 72.54 72.94 66.26 67.39 74.36 76.10 75.11 76.54 85.21
3.88 3.87 3.92 3.97 7.62 7.63 7.55 7.65 11.35

Table 3. Experimental results on an english text of 4 MB. Running times obtained while searching
for sets of (A) 10 patterns, (B) 100 patterns, (C) 1.000 patterns and (D) 10.000 patterns.

genome sequences, where up to more than 3 fold increase in speed has been observed.
Notice that the gain in speed is more significant in the case of a genome sequence
and a natural language text.

6 Conclusions

Today, most of the commodity processors are shipped with SIMD instruction sets.
Recent studies [20,9,10] benefiting from that technology have been reporting very
significant results in pattern matching, where most of the time they outperform their
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(A) m 16 20 24 28 32

genome 1.13 1.13 1.41 1.37 1.47

protein 0.85 0.85 1.05 1.06 1.19

nat.lang. 1.13 1.13 1.40 1.37 1.48

(B) m 16 20 24 28 32

genome 2.11 1.92 2.03 1.85 1.90

protein 1.08 1.08 1.30 1.30 1.44

nat.lang. 1.67 1.57 1.66 1.56 1.64

(C) m 16 20 24 28 32

genome 3.12 3.15 3.18 2.91 2.58

protein 1.37 1.37 1.23 1.16 1.07

nat.lang. 1.60 1.67 1.57 1.36 1.24

(D) m 16 20 24 28 32

genome 2.34 2.51 2.33 2.15 1.86

protein 0.86 0.72 0.62 0.62 0.48

nat.lang. 1.24 1.03 0.84 0.78 0.67

Table 4. The speed ups obtained via MEPSM compared with the second best results on sets of 10
(A), 100 (B), 1.000 (C) and 10.000 (D) patterns.

alternatives. This reminds us to consider using SIMD instructions in design and im-
plementation of the algorithms in practice [22].

We have presented a new algorithm targeting patterns shorter than 32 bytes in
practice. Experimental results depicted that our proposal becomes a strong alternative
to the best known previous solutions when length of the patterns in the set is longer
than 16 bytes. We have observed speed ups in orders of magnitudes particularly on
genome sequences and English texts as can be seen from Table 4. The CRC filter
scales well with the increasing size of the pattern sets.

When the length of the patterns in the set increases, the competitors start scanning
quicker as their shift mechanisms improve with longer patterns, and hence, the speed
ups compared with our proposal decreases. On patterns shorter than 16 bytes, the
CRC filter is not very competitive in its current implementation, and thus, needs
further studies to get better results.

In our future work we intend to analyze in depth the impact of the CRC filter
in searching sets of short patterns with a length less than 16 characters. We are
convinced that good improvements in this direction are possible.
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