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#### Abstract

Here, we have designed and implemented algorithms for string matching with gaps for musical melodic recognition on polyphonic music using bit-wise operations. Music analysts are often concerned with finding occurrences of patterns (motifs), or repetitions of the same pattern, possibly with variations, in a score. An important example of flexibility required in score searching arises from the nature of polyphonic music. Within a certain time span each of the simultaneously-performed voices in a musical composition does not, typically, contain the same number of notes. So 'melodic events' occurring in one voice may be separated from their neighbours in a score by intervening events in other voices. Since we cannot generally rely on voice information being present in the score we need to allow for temporal 'gaps' between events in the matched pattern.
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## 1 Introduction

This paper focuses on a set of string pattern-matching problems that arise in musical analysis, and especially in musical information retrieval. Music analysts are often concerned with finding occurrences of patterns, or repetitions of the same pattern, possibly with variations, in a score, while computer scientists often have to perform similar tasks on strings (sequences of symbols from an alphabet). Many objects can be viewed as strings: a text file, for instance, is a sequence of characters from the ASCII alphabet; a DNA code is a sequence of characters from the alphabet A,C,G,T (representing the base proteins which constitute DNA). Similarly, a musical score can

[^0]be viewed (at one level) as a string: at a very rudimentary level, the alphabet could simply be the set of notes in the chromatic or diatonic notation, or the set of intervals that appear between notes (e.g. pitch may be represented as MIDI numbers and pitch intervals as number of semitones).

Monophonic music (that is, music in which a single note only sounds at any given time) lends itself well to a one-dimensional string matching approach, and efficient matching algorithms for single-line melody-retrieval have been applied with some success. The polyphonic situation (where several voices or instruments may be performing together, and any number of notes may be sounding at any given time) is more complex, however, because of the temporal interaction between nonsimultaneous events in different voices. Where full knowledge about the voicing of the music data (in both the search-pattern and the target) is available, matching could be done by successive searches on each voice in turn. In many music-retrieval or analysis applications, especially where the data has been prepared by encoding a printed score in conventional musical notation, this is possible. But in the general case the data is likely to be imperfectly-specified in terms of its voicing, typically depending on how it is obtained: from audio, for example, even given perfect note-extraction, voicing information is likely to be derivable only approximately, if at all. Therefore, we need to allow for temporal gaps between musical events in the matched pattern.

When we consider the approximate version of this problem we do not require a perfect matching but a matching that is good enough to satisfy certain criteria. The problem of finding substrings of a text similar to a given pattern has been extensively studied in recent years because it has a variety of applications including file comparison, spelling correction, information retrieval, searching for similarities among biosequences and computerized music analysis. One of the most common variants of the approximate string matching problem is that of finding substrings that match the pattern with at most $k$-differences. In this case, $k$ defines the approximation extent of the matching (the edit distance with respect to the three edit operations - mismatch, insert, delete). There is another type of approximate matching; $\delta$-approximate matching. It is well known that a musical score can be represented as a string. This can be accomplished by defining the alphabet to be the set of notes in the chromatic or diatonic notation or the set of intervals that appear between notes. These algorithms can be easily used in the analysis of musical works in order to discover similarities between different musical entities that may lead to establishing a "characteristic signature" [CIR98].

In addition, efficient algorithms for computing approximate matching and repetitions of substrings are also used in molecular biology [FLSS93, KMGL88, MJ93] and particularly in DNA sequencing by hybridization, reconstruction of DNA sequences from known DNA fragments, in human organ and bone marrow transplantation as well as the determination of evolutionary trees among distinct species.

Because exact matching may not help us to find occurrences of a particular melody in a musical work due to the transformation of the particular melody throughout the whole musical work we are compelled to use approximate matching that can absorb, to some extent, this transformation and report the occurrences of this melody. The transformation in different occurrences of a particular melody throughout a musical play is translated into errors of different occurrences of a substring with respect to an initial pattern. Quantity $\delta$ defines the error margins of such an approximation.

In [CCIMP99], algorithms Shift-And and Shift-Plus were presented as efficient solutions to find all $\delta$-occurrences of a given pattern in a text. The Shift-And algorithm is based on the constant time computation of different states for each symbol in the text by using bitwise techniques. Therefore, the overall complexity is linear to the size of the text. In [IK02], approximate distributed matching problem for polyphonic music is solved in linear time. We must also mention that it is possible to adapt efficient exact pattern matching algorithms to this kind of approximation. For example, in [CILP01] adaptations of the Tuned-Boyer-Moore [HS91] and the SkipSearch [CLP98] algorithm were presented.

The organization of the paper is as follows. Some definitions are given in section 2. In section $3, \delta$-occurrence with $\alpha$-bounded gaps for monophonic music is considered. In section 4 we consider the problem of computing exact matching with $\alpha$-bounded gaps for polyphonic music. Finally, we give some conclusions and future work in section 5.

## 2 Definitions

Let $\Sigma$ be an alphabet. A string is defined as a sequence of zero or more symbols from $\Sigma$. The empty string, that is the string with zero symbols, is denoted by $\varepsilon$. The set of all strings over an alphabet $\Sigma$ is denoted as $\Sigma^{*}$. A string $x$ of length $n$ is represented by the sequence $x_{1}, x_{2}, \ldots, x_{n}$, where $x_{i} \in \Sigma$ for $1 \leq i \leq n$. We call $w$ a substring of string $x$ if $x$ is of the form $u w v$ for $u, v \in \Sigma^{*}$. We also say that substring $w$ occurs at position $|u|+1$ of string $x$. The starting position of $w$ in $x$ is the position $|u|+1$ while position $|u|+|w|$ is said to be the end position of $w$ in $x$. A string $w$ is a prefix of $x$ if $x$ is of the form $w u$ and is a suffix if $x$ is of the form $u w$.

We define as the concatenation of two strings $x$ and $y$ the string $x y$. The concatenations of $k$ copies of a string $x$ is denoted by $x^{k}$. Note that self-concatenations can result in strings of exponential size. For two strings $x=x_{1}, x_{2}, \ldots, x_{n}$ and $y=y_{1}, y_{2}, \ldots, y_{m}$ such that $x_{n-i+1}, \ldots, x_{n}=y_{1} \ldots y_{i}$ for some $i \geq 1$, the string $x_{1}, \ldots, x_{n}, y_{i}, \ldots, y_{m}$ is the superposition of $x$ and $y$. In this case we say that $x$ and $y$ overlap.

At this point, we are going to give formally the notion of error introduced in approximate string matching. Assume that $\delta$ and $\gamma$ are integers. Two symbols $a, b$ of alphabet $\Sigma$ are said to be $\delta$-approximate, denoted as $a=_{\delta} b$, if and only if $|a-b| \leq \delta$. We say that two strings $x, y$ are $\delta$-approximate, denoted as $x \stackrel{\delta}{=} y$ if and only if $|x|=|y|$ and $x={ }_{\delta} y$.

Two strings $x, y$ are said to be $\gamma$-approximate, denoted as $x={ }_{\gamma} y$, if and only if $|x|=|y|$ and $\sum_{i=1}^{|x|}\left|x_{i}-y_{i}\right|<\gamma$. Furthermore, we say that two strings $x, y$ are $(\delta, \gamma)$-approximate if both conditions are satisfied.

The error in the first case ( $\delta$-approximate) is defined locally for each symbol in a string. In the second case ( $\gamma$-approximate) the error is defined in a more global sense and allows us to distribute the error on the symbols unevenly.

## $3 \delta$-occurrence with $\alpha$-bounded gaps for monophonic music

The problem of computing $\delta$-occurrence with $\alpha$-bounded gaps is formally defined as follows: given a string $t=t_{1}, \ldots, t_{n}$, a pattern $p=p_{1}, \ldots, p_{m}$ and integers $\alpha, \delta$, check whether there is a $\delta$-occurrence of $p$ in $t$ with gaps whose sizes are bounded by constant $\alpha$ (Fig. 1).

The basic idea of the algorithm described in [CIPR00] is the computation of continuously increasing prefixes of pattern $p$ in text $t$ so that finally we compute the $\delta$-occurrence of the whole pattern $p$. That is, the algorithm is an incremental procedure that is based on dynamic programming. The algorithm is shown in Fig. 2.

Pattern: | 5 | 8 | 2 | 4 | 9 |
| :--- | :--- | :--- | :--- | :--- | :--- |

Text:


Figure 1: $\delta$-occurrence with $\alpha$-bounded gaps for $\delta=1, \alpha=2$

```
begin
    \(D[0][0] \leftarrow 1\);
    for \(i \leftarrow 1\) to \(m\) do \(D[i][0] \leftarrow 0\);
    for \(j \leftarrow 1\) to \(n\) do \(D[0][j] \leftarrow j\);
    for \(i \leftarrow 1\) to \(m\) do
        for \(j \leftarrow 1\) to \(n\) do
            if \(p[i]={ }_{\delta} t[j]\) and \(j-D[i-1][j-1] \leq \alpha+1\) and \(D[i-1][j-1]>0\)
                then \(D[i][j] \leftarrow j\);
            elseif \(p[i] \neq{ }_{\delta} t[j]\) and \(j-D[i][j-1]<\alpha+1\) then \(D[i][j] \leftarrow D[i][j-1]\);
            else \(D[i][j] \leftarrow 0\);
    for \(j \leftarrow 0\) to \(n\) do
        if \(D[m][j]>0\) then \(\operatorname{OUTPUT}(j)\);
end
```

Figure 2: Algorithm for $\delta$-occurrence with $\alpha$-bounded gaps

This algorithm will be adapted to the problem of finding a singular pattern in a singular text (monophonic music) without any major modifications. Fig. 3 shows 2 bars from Michael Niman's piece and a melody which listeners can easily cognize.

If we set the value $\alpha=3$ (3 gaps allowed), the algorithm can find this melody in the score, while we have to set a large number of $k$ (at least $k=12$ ) to find it using $k$-difference approximate matching algorithms. The time complexity of this algorithm is $O(n m)$, where $n$ is the number of the musical events in the score, which is equivalent to the number of notes in the score since this is monophonic music, and $m$ is the length of the pattern. The running time is shown in Fig. 4.

Score:

[69,59,60,64,69,59,69,59,60,64,71,59,
69,59,60,64,67,59,64,59,60,64,59,60]

Melody:

[69,69,69,71,69,67,64]
Figure 3: 2 bars from Michael Niman's piece and its melody. If $\alpha \geq 3$, this melody will be found.


Figure 4: Running time of the algorithm " $\delta$-occurrence with $\alpha$-bounded gaps for monophonic music". Using a SUN Ultra Enterprise 300MHz running Solaris Unix.

## 4 Exact matching with $\alpha$-bounded gaps for polyphonic music

We need to modify the algorithm in order to solve the problem in polyphonic music. Here, we will work on exact matching with $\alpha$-bounded gaps for polyphonic music, and $\delta$-occurrence will not be considered, as the adjacent pitch does not necessarily mean the most relevant note for a melody. Also, we will suppress the MIDI pitch numbers by dividing by 12 in order to find octave-displaced matches as well. Therefore, ' C ' is ${ }^{\prime} 1$ ', ' $\mathrm{C} \#$ ' and ' Db ' are ' 2 ', ' D ' is ' 3 ', and so on, and the size of alphabet $|\Sigma|$ will be 12.

We are going to use bit arrays and bit-wise operations to deal with several voices at once. Let $T x[i](1 \leq i \leq m, m$ is the length of a pattern $)$ be a bit array of size $|\Sigma|$ for the position $i$ of the pattern, and $T y[j](1 \leq j \leq n$, $n$ is the number of musical events in a plural text) be a bit array of size $|\Sigma|$ for the $j$-th musical event of the plural text. If $x[i]$ contains a note ' 8 ', then the 8 th position of $T x[i]$ will be 0 , otherwise 1 , where 0 represents 'match' and 1 represents 'mismatch'. Similarly, if $y[j]$ contains notes ' 3 ', ' 4 ' and ' 9 ', then the 3 rd and 4 th and 9 th position of $T y[j]$ will be 0 , otherwise 1. These bit arrays will be used in the searching phase to check whether there is a match or not.

Fig. 5 shows the modified algorithm and the overall time complexity is $O(N+n m)$, where $N$ is the total number of notes in the score, and $n$ is the number of the musical events, and $m$ is the length of the pattern, and Fig. 6 shows its running time. Fig. 7

```
Preprocessing
begin
    for \(j \leftarrow 1\) to \(m\) do \(T x[j] \leftarrow 2^{\sigma}-1-2^{x[j]}\);
    for \(i \leftarrow 1\) to \(n\) do
        \(T y[i] \leftarrow 2^{\sigma}-1 ;\)
        for each suppressed pitch \(p\) in \(y[i]\) do \(T y[i] \leftarrow T y[i] \&\left(2^{\sigma}-1-2^{p}\right)\);
end
Searching
begin
    \(D[0][0] \leftarrow 1 ;\)
    for \(i \leftarrow 1\) to \(m\) do \(D[i][0] \leftarrow 0\);
    for \(j \leftarrow 1\) to \(n\) do \(D[0][j] \leftarrow j\);
    for \(i \leftarrow 1\) to \(m\) do
        for \(j \leftarrow 1\) to \(n\) do
            if \((T x[i] \mid T y[j])=T x[i]\) and \(j-D[i-1][j-1] \leq \alpha+1\)
                and \(D[i-1][j-1]>0\) then \(D[i][j] \leftarrow j\);
            elseif \((T x[i] \mid T y[j]) \neq T x[i]\) and \(j-D[i][j-1]<\alpha+1\)
                    then \(D[i][j] \leftarrow D[i][j-1]\);
            else \(D[i][j] \leftarrow 0\);
    for \(j \leftarrow 0\) to \(n\) do
        if \(D[m][j]>0\) then \(\operatorname{OUTPUT}(j)\);
end
```

Figure 5: Modified algorithm for polyphonic music
and Fig. 9 show examples of the preprocessing phase for 1 bar from Mozart's piano sonata and Debussy's Clair de Lune, respectively, and Fig. 8 and Fig. 10 show their searching phases.


Figure 6: Running time of the modified algorithm for polyphonic music $(N=4 n)$. Using a SUN Ultra Enterprise 300 MHz running Solaris Unix.

## 5 Conclusion and further work

Approximate ( $\delta$-occurrence) string matching with gaps for monophonic music is solved in $O(n m)$ time, where $n$ is the number of musical events (which is equivalent to the number of notes in a score for monophonic music), and $m$ is the length of a pattern. Exact string matching with gaps for polyphonic music (a plural text and a singular


Figure 7: Preprocessing phase for 1 bar from a Mozart's piano sonata and a pattern. ( $N=11, n=8, m=3$ )


Figure 8: Searching phase using bit-wise operations for 1 bar from the Mozart's piano sonata and the patten. $(\alpha=3)$


Figure 9: Preprocessing phase for 1 bar from Clair de Lune and a pattern. ( $N=$ $30, n=18, m=4$ )


Figure 10: Searching phase using bit-wise operations for 1 bar from Clair de Lune and the patten. $(\alpha=1)$
pattern) is solved in $O(N+n m)$ time, where $N$ is the total number of notes in a score, and $n$ is the number of musical events $(n \leq N)$, and $m$ is the length of a pattern. Using the same technique, exact string matching problem for a plural text and a plural pattern will be solved in $O(N+M+n m)$ time, where $M$ is the total number of notes in the plural pattern. However, we have not solved approximate string matching with gaps for polyphonic music, because "small $\delta$ " does not really mean "more relevant" in music. In this particular sense, $k$-difference algorithms could be more useful, although it is inevitable to have large $k$ and many false matches. We need to design an efficient algorithm for this problem.
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