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Abstract. The literal and the initial literal shuffle have been introduced to model
the behavior of two synchronized processes. However, it is not possible to describe the
synchronization of multiple processes. Furthermore, both restricted forms of shuffling
are not associative. Here, we extend the literal shuffle and the initial literal shuffle to
multiple arguments. We also introduce iterated versions, much different from the it-
erated ones previously introduced for the binary literal and initial literal shuffle. We
investigate formal properties, and show that in terms of expressive power, in a full
trio, they coincide with the general shuffle. Furthermore, we look at closure properties
with respect to the regular, context-free, context-sensitive, recursive and recursively
enumerable languages for all operations introduced. Then, we investigate various de-
cision problems motivated by analogous problems for the (ordinary) shuffle operation.
Most problems we look at are tractable, but we also identify one intractable decision
problem.
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1 Motivation and Contribution

In [2, 3], the initial literal shuffle and the literal shuffle were introduced, by giving
the following natural motivation (taken from [2, 3]):

[...] The shuffle operation naturally appears in several problems, like concurrency of processes
[13, 21, 25] or multipoint communication, where all stations share a single bus [13]. That is
one of the reasons of the large theoretical literature about this operation (see, for instance
[1, 9, 13, 14, 15, 20]). In the latter example [of midpoint communication], the general shuffle
operation models the asynchronous case, where each transmitter uses asynchronously the
single communication channel. If the hypothesis of synchronism is made (step-lock trans-
mission), the situation is modelled by what can be named ‘literal’ shuffle. Each transmitter
emits, in turn, one elementary signal. The same remark holds for concurrency, where general
shuffle corresponds to asynchronism and literal shuffle to synchronism. [...]

So, the shuffle operation corresponds to the parallel composition of words, which
model instructions or event sequences of processes, i.e., sequentialized execution his-
tories of concurrent processes.

In this framework, the initial literal shuffle is motivated by modelling the syn-
chronous operation of two processes that start at the same point in time, whereas
the literal shuffle could model the synchronous operation if started at different points
in time. However, both restricted shuffle variants are only binary operations, which
are not associative. Hence, actually only the case of two processes synchronized to
each other is modelled, i.e., the (initial) literal shuffling applied multiple times, in any
order, does not model adequately the synchronous operation of multiple processes.
So, the iterative versions, as introduced in [2, 3], are not adequate to model multiple
processes, and, because of the lack of associativity, the bracketing is essential, which
is, from a mathematical point of view, somewhat unsatisfying.
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Here, we built up on [2, 3] by extending both restricted shuffle variants to multiple
arguments, which do not arise as the combination of binary operations. So, technically,
for each n we have a different operation taking n arguments. With these operations,
we derive iterated variants in a uniform manner. We introduce two variants:

(1) the n-ary initial literal shuffle, motivated by modelling n synchronous processes
started at the same point in time;

(2) the n-ary literal shuffle, motivated by modelling n synchronous processes started
at different points in time.

Additionally, in Section 7, we also introduce two additional variants for which the
results are independent of the order of the arguments. Hence, our variants might be
used when a more precise approach is necessary than the general shuffle can provide.

We study the above mentioned operations and their iterative variants, their rela-
tions to each other and their expressive power. We also study their closure properties
with respect to the classical families of the Chomsky hierarchy [12] and the recursive
languages. We also show that, when adding the full trio operations, the expressive
power of each shuffle variant is as powerful as the general shuffle operation. In terms
of computational complexity, most problem we consider, which are motivated from
related decision problems for the (general) shuffle operation, are tractable. However,
we also identify a decision problem for the second variant that is NP-complete.

The goal of the present work is to give an analysis of these operations from the
point of view of formal language theory.

2 The Shuffle Operation in Formal Language Theory

Beside [2, 3], we briefly review other work related to the shuffle operation. We focus
on research in formal language theory and computational complexity.

The shuffle and iterated shuffle have been introduced and studied to understand
the semantics of parallel programs. This was undertaken, as it appears to be, inde-
pendently by Campbell and Habermann [7], by Mazurkiewicz [23] and by Shaw [28].
They introduced flow expressions, which allow for sequential operators (catenation
and iterated catenation) as well as for parallel operators (shuffle and iterated shuf-
fle). See also [26, 27] for an approach using only the ordinary shuffle, but not the
iterated shuffle. Starting from this, various subclasses of the flow expressions were
investigated [4, 6, 15, 16, 17, 18, 19, 31].

Beside the literal shuffle [2, 3], and the variants introduced in this work, other
variants and generalizations of the shuffle product were introduced. Maybe the most
versatile is shuffle by trajectories [22], whereby the selection of the letters from two
input words is controlled by a given language of trajectories that indicates, as a binary
language, at which positions letters from the first or second word are allowed. This
framework entails numerous existing operations, from concatenation up to the general
shuffle, and in [22] the authors related algebraic properties and decision procedures
of resulting operations to properties of the trajectory language. In [30], with a similar
motivation as ours, different notions of synchronized shuffles were introduced. But in
this approach, two words have to “link”, or synchronize, at a specified subword drawn
from a subalphabet (the letters, or actions, that should be synchronized), which the
authors termed the backbone. Hence, their approach differs in that the synchronization
appears letter-wise, whereas here we synchronize position-wise, i.e., at specific points
in time the actions occur together in steps, and are not merged as in [30].
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3 Preliminaries and Definitions

By N0 we denote the natural numbers including zero. The symmetric group, i.e.,
the set of all permutations with function composition as operation, is Sn = {f :
{1, . . . , n} → {1, . . . , n} | f bijective}.

By Σ we denote a finite set of symbols, called an alphabet. The set Σ∗ denotes
the set of all finite sequences, i.e., of all words with the concatenation operation. The
finite sequence of length zero, or the empty word, is denoted by ε. Subsets of Σ∗

are called languages. For a given word, we denote by |w| its length, and for a ∈ Σ
by |w|a the number of occurrences of the symbol a in w. For a word w = u1 · · ·un

with ui ∈ Σ, i ∈ {1, . . . , n}, we write wR = un · · ·u1 for the mirror operation.
For L ⊆ Σ∗ we set L+ =

⋃∞
i=1 L

i and L∗ = L+ ∪ {ε}, where we set L1 = L and
Li+1 = {uv | u ∈ Li, v ∈ L} for i ≥ 1.

A finite deterministic and complete automaton will be denoted by
A = (Σ, S, δ, s0, F ) with δ : S × Σ → S the state transition function, S a
finite set of states, s0 ∈ S the start state and F ⊆ S the set of final states. The
properties of being deterministic and complete are implied by the definition of δ
as a total function. The transition function δ : S × Σ → S could be extended
to a transition function on words δ∗ : S × Σ∗ → S by setting δ∗(s, ε) := s and
δ∗(s, wa) := δ(δ∗(s, w), a) for s ∈ S, a ∈ Σ and w ∈ Σ∗. In the remainder we drop the
distinction between both functions and also denote this extension by δ. The language
accepted by an automaton A = (Σ, S, δ, s0, F ) is L(A) = {w ∈ Σ∗ | δ(s0, w) ∈ F}. A
language L ⊆ Σ∗ is called regular if L = L(A) for some finite automaton.

Definition 1. The shuffle operation, denoted by , is defined by

u v = {w ∈ Σ∗ | w = x1y1x2y2 · · ·xnyn for some words

x1, . . . , xn, y1, . . . , yn ∈ Σ∗ such that u = x1x2 · · ·xn and v = y1y2 · · · yn},

for u, v ∈ Σ∗ and L1 L2 :=
⋃

x∈L1,y∈L2
(x y) for L1, L2 ⊆ Σ∗.

Example 2. {ab} {cd} = {abcd, acbd, acdb, cadb, cdab, cabd}

The shuffle operation is commutative, associative and distributive over union.
We will use these properties without further mention. In writing formulas without
brackets we suppose that the shuffle operation binds stronger than the set operations,
and the concatenation operator has the strongest binding. For L ⊆ Σ∗ the iterated
shuffle is L ,∗ =

⋃∞
i=0 L

,i with L ,0 = {ε} and L ,i+1 = L L ,i. The positive iterated
shuffle is L ,+ =

⋃∞
i=1 L

,i.

A full trio [10] is a family of languages closed under homomorphisms, inverse ho-
momorphisms and intersections with regular sets. A full trio is closed under arbitrary
intersection if and only if it is closed under shuffle [9]. Also, by a theorem of Nivat [24],
a family of languages forms a full trio if and only if it is closed under generalized se-
quential machine mappings (gsm mappings), also called finite state transductions. For
the definition of gsm mappings, as well as of context-sensitive and recursively enu-
merable languages, we refer to the literature, for example [12]. For two arguments,
the interleaving operation (or perfect shuffle [11]) was introduced in [2, 3]. Here, we
give a straightforward generalization for multiple, equal-length, input words.
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Definition 3 (n-ary interleaving operation). Let n ≥ 1, k ≥ 0, u1, . . . , un ∈ Σk.

If k > 0, write ui = x
(i)
1 · · ·x

(i)
k , x

(i)
j ∈ Σ for j ∈ {1, . . . , k} and i ∈ {1, . . . , n}. Then

we define I : (Σk)n → Σnk by

I(u1, . . . , un) = x
(1)
1 · · ·x

(n)
1 x

(1)
2 · · ·x

(n)
2 · . . . · x

(1)
k · · ·x

(n)
k .

If k = 0, then I(ε, . . . , ε) = ε.

Example 4. I(aab, bbb, aaa) = abaababba.

If we interleave all equal-length words in given regular languages, the resulting
language is still regular.

Proposition 5. Let L1, . . . , Ln ⊆ Σ∗ be regular. Then {I(u1, . . . , un) | ∃m ≥ 0 ∀i ∈
{1, . . . , n} : ui ∈ Li ∩Σm} is regular.

In [2, 3], the initial literal shuffle and the literal shuffle were introduced.

Definition 6 ([2, 3]). Let U, V ⊆ Σ∗. The initial literal shuffle of U and V is

U 1 V = {I(u, v)w | u, v, w ∈ Σ∗, |u| = |v|, (uw ∈ U, v ∈ V ) or (u ∈ U, vw ∈ V )}.

and the literal shuffle is

U 2 V = {w1I(u, v)w2 | w1, u, v, w2 ∈ Σ∗, |u| = |v|,

(w1uw2 ∈ U, v ∈ V ) or (u ∈ U,w1vw2 ∈ V ) or

(w1u ∈ U, vw2 ∈ V ) or (uw2 ∈ U,w1v ∈ V )}.

Example 7. {abc} 1{de} = {adbec}, {abc} 2{de} = {abcde, abdce, adbec, daebc, deabc}.

The following iterative variants were introduced in [2, 3].

Definition 8 ([2, 3]). Let L ⊆ Σ∗. For i ∈ {1, 2}, set

L
∗

i =
⋃

n≥0

Ln, where L0 = {ε} and Ln+1 = Ln i L.

The next results are stated in [2, 3].

Proposition 9 ([2, 3]). Let L be a full trio. The following are equivalent:

1. L is closed under shuffle.

2. L is closed under literal shuffle.

3. L is closed under initial literal shuffle.

Proposition 10 ([2, 3]). Let F ⊆ Σ∗ be finite. Then F
∗

1 is regular.
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4 The n-ary Initial Literal and Literal Shuffle

Here, for any number of arguments, we introduce both shuffle variants, define iterated
versions and state basic properties.

Definition 11. Let u1, . . . , un ∈ Σ∗ and N = max{|ui| | i ∈ {1, . . . , n}}. Set

1. n
1 (u1, . . . , un) = h(I(u1$

N−|u1|, . . . , un$
N−|un|)) and

2. n
2 (u1, . . . , un) = {h(I(v1, . . . , vn)) | vi ∈ Ui, i ∈ {1, . . . , n}},

where Ui = {$kui$
r−k | 0 ≤ k ≤ r with r = n · N − |ui|} for i ∈ {1, . . . , n} and

h : (Σ ∪ {$})∗ → Σ∗ is the homomorphism given by h($) = ε and h(x) = x for
x ∈ Σ.

Note that writing the number of arguments in the upper index should pose no
problem or confusion with the power operator on functions, as the n-ary shuffle vari-
ants are only of interest for n ≥ 2, and raising a function to a power only makes sense
for function with a single argument.

For languages L1, . . . , Ln ⊆ Σ∗, we set

n
1 (L1, . . . , Ln) =

⋃

u1∈L1,...un∈Ln

{ n
1 (u1, . . . , un)}

n
2 (L1, . . . , Ln) =

⋃

u1∈L1,...un∈Ln

n
2 (u1, . . . , un).

Example 12. Let u = a, v = bb, w = c. Then 3
1(u, v, w) = abcb and

3
2(u, v, w) = {bbac, babc, abcb, acbb, abbc, bbca, bcba, bcab, cbab, cabb, cbba}
3
2(v, u, w) = {bbac, babc, bacb, abcb, abbc, acbb, cbab, cbba, cabb, bcba, bbca}

We see bacb /∈ 3
2(u, v, w), but bacb ∈

3
2(v, u, w).

Example 13. Please see Figure 1 for a graphical depiction of the word

a
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Figure 1. Graphical depiction of a word in 3
2(u, v, w). See Example 13.
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Now, we can show that the two introduced n-ary literal shuffle variants generalize
the initial literal shuffle and the literal shuffle from [2, 3].

Lemma 14. Let U, V ⊆ Σ∗ be two languages. Then

1(U, V ) = 2
1(U, V ) and 2 (U, V ) = 2

2(U, V ).

We can also write the second n-ary variant in terms of the first and the mirror
operation, as stated in the next lemma.

Lemma 15. Let u1, . . . , un ∈ Σ∗. Then

n
2 (u1, . . . , un) =

⋃

x1,...,xn∈Σ∗

y1,...,yn∈Σ∗

ui=xiyi

{( n
1 (x

R
1 , . . . , x

R
n ))

R · n
1 (y1, . . . , yn)}

With these multiple-argument versions, we define an “iterated” version, where
iteration is not meant in the usual sense because of the lack of associativity for the
binary argument variants.

Definition 16. Let L ⊆ Σ∗ be a language. Then, for i ∈ {1, 2}, define

L i,⊛ = {ε} ∪
⋃

n≥1

n
i (L, . . . , L).

For any i ∈ {1, 2}, as 1
i (L) = L, we have L ⊆ L i,⊛. Now, let us investigate some

properties of the operations under consideration.

Proposition 17. Let L1, . . . , Ln ⊆ Σ∗ and π : {1, . . . , n} → {1, . . . , n} a permuta-
tion. Then

1. Lπ(1) · · ·Lπ(n) ⊆
n
2 (L1, . . . , Ln).

2. Let k ∈ N0. Then
n
2 (L1, . . . , Ln) =

n
2 (L((1+k−1) mod n)+1, . . . , L((n+k−1) mod n)+1).

3. n
1 (L1, . . . , Ln) ⊆

n
2 (L1, . . . , Ln) ⊆ L1 · · · Ln;

4. L∗
1 ⊆ L 2,⊛

1 ;
5. Σ∗ = Σ i,⊛ for i ∈ {1, 2};
6. L 1,⊛

1 ⊆ L 2,⊛
1 ⊆ L ,∗

1 ;
7. for u1, . . . , un, u ∈ Σ∗, if u ∈ n

i ({u1}, . . . , {un}), then |u| = |u1|+ · · ·+ |un|.

Proof (sketch). We only give a rough outline for Property 2. Let xi,j ∈ Σ for i ∈
{1, . . . , n}, j ∈ {1, . . . , m}. Then, the main idea is to use the equations

h(I(x1,1 · · ·x1,m, x2,1 · · ·x2,m, . . . , xn,1 · · ·xn,m))

= h((x1,1 · · ·xn,1)(x1,2 · · ·xn,2) · · · (x1,m · · ·xn,m))

= h($n(x1,1 · · ·xn,1)(x1,2 · · ·xn,2) · · · (x1,m · · ·xn,m))

= h(($n−1x1,1)(x2,1 · · ·xn,1x1,2) · · · (x2,m · · ·xn,m$))

= h(I($x2,1 · · ·x2,m, $x3,1 · · ·x3,m, . . . , $xn,1 · · ·xn,m, x1,1 · · ·x1,m$))

and n
2 (u1, . . . , un) = h({I(v1, . . . , vn) | ∃m∀i ∈ {1, . . . , n} : vi ∈ $∗ui$

∗ ∩ Σm}) with
h : (Σ ∪ {$})∗ → Σ∗ as in Definition 11.
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Remark 18. By the first two properties, all permutations of concatenations of ar-
guments are in n

2 , but this shuffle variant itself is only invariant under a cyclic
permutation of its arguments. Note that Example 12 shows that it is not invariant
under arbitrary permutations of its arguments. For n = 2, where it equals the literal
shuffle by Lemma 14, as interchanging is the only non-trivial permutation, which is a
cyclic one, this product is commutative, as was noted in [2, 3]. But as shown above,
this property only extends to cyclic permutation for more than two arguments.

With both iterated variants we can describe languages that are not context-free,
as shown by the next proposition. Comparing Proposition 19 with Proposition 10,
we see that these operations are more powerful than the iterated initial literal shuffle
from [2, 3], in the sense that we can leave the family of regular languages for finite
input languages.

Proposition 19. (abc) 1,⊛ = (abc) 2,⊛ ∩ a∗b∗c∗ = {ambmcm | m ≥ 0}.

5 Closure Properties

We first show that, when adding the full trio operations, the iterated version of our
shuffle variants are as powerful as the shuffle, or as powerful as the iterated variants
of the binary versions of the initial literal and literal shuffle introduced in [2, 3] by
Proposition 9. But before, and for establishing our closure properties, we state the
next result.

Lemma 20. Let L be a family of languages. If L is closed under intersection with
regular languages, isomorphic mappings and (general) shuffle, then L is closed under
each shuffle variant n

i for i ∈ {1, 2}.

With the previous lemma, we can derive the next result.

Proposition 21. Let L be a full trio. The following properties are equivalent:

1. L is closed under shuffle.
2. L is closed under n

i for some i ∈ {1, 2} and n ≥ 2.

In a full trio, we can express the iterated shuffle with our iterated versions of the
n-ary shuffle variants.

Proposition 22. Let L ⊆ Σ∗ be a language, $ /∈ Σ, and h : (Σ ∪ $)∗ → Σ∗ the
homomorphism defined by: h(x) = x if x ∈ Σ, h($) = ε. Then, for i ∈ {1, 2},

L ,∗ = h(h−1(L) i,⊛).

It is well-known that the regular languages are closed under shuffle [5]. Also, the
context-sensitive languages are closed under shuffle [17]. A full trio is closed under
intersection if and only if it is closed under shuffle [9]. As the recursively enumerable
languages are a full trio that is closed under intersection, this family of languages
is also closed under shuffle. As the context-free languages are a full trio that is not
closed under intersection [12], it is also not closed under shuffle. The last result is also
implied by Proposition 19 and Proposition 21. The recursive languages are only closed
under non-erasing homomorphisms, so we could not reason similarly. Nevertheless,
this family of languages is closed under shuffle.
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Proposition 23. The family of recursive languages is closed under shuffle.

We now state the closure properties of the families of regular, context-sensitive,
recursive and recursively enumerable languages.

Proposition 24. The families of regular, context-sensitive, recursive and recursively
enumerable languages are closed under n

i for i ∈ {1, 2}. Furthermore, the families
of context-sensitive, recursive and recursively enumerable languages are closed under
the iterated versions, i.e., if L is context-sensitive, recursive or recursively enumer-
able, then L i,⊛, i ∈ {1, 2}, is context-sensitive, recursive or recursively enumerable,
respectively.

Proof (sketch). The closure of all mentioned language families under n
i with i ∈

{1, 2} is implied by Lemma 20, as they are all closed under intersection with regular
languages and shuffle by Proposition 23 and the considerations before this statement.
Now, we give a sketch for the iterated variant L 1,⊛.

Let M = (Σ, Γ,Q, δ, s0, F ) be a Turing machine for L. The following construction
will work for all language classes. More specifically, if given a context-sensitive, recur-
sive or recursively enumerable language L with an appropriate machine M , it could
be modified to give a machine that describes a language in the corresponding class,
but the basic idea is the same in all three cases. Recall that the context-sensitive
languages could be characterized by linear bounded automata [12].

We construct a 3-tape Turing machine, with one input tape, that simulates M
and has three working tapes. Intuitively,

1. the input tape stores the input u;
2. on the first working tape, the input is written in a decomposed way, and on certain

parts, the machine M is simulated;
3. on the second working tape, for each simulation run of M , a state of M is saved;
4. the last working tape is used to guess and store a number 0 < n ≤ |u|.

We sketch the working of the machine. First, it non-deterministically guesses a
number 0 < n ≤ |u| and stores it on the last tape. Then, it parses the input u in
several passes, each pass takes 0 < k ≤ n symbols from the front of u and puts them
in an ordered way on the second working tape, and, non-deterministically, decreases
k or does not decrease k. More specifically, on the second working tape, the machine
writes a word, with a special separation sign #,

#u1#u2# · · ·#un#

where n
1 (u1, . . . , un) equals the input parsed so far. When the input word is completey

parsed, it simulatesM to check if each word ui on the second working tape is contained
in L.

Lastly, we can characterize the family of non-empty finite languages using n
1 .

Proposition 25. The family of non-empty finite languages is the smallest family of
languages L such that

1. {w} ∈ L for some word w 6= ε with all symbols in w distinct, i.e., w = a1 · · · am
with ai 6= aj for 1 ≤ i 6= j ≤ m and ai ∈ Σ for i ∈ {1, . . . , m},

2. closed under union,
3. closed under homomorphisms h : Σ∗ → Γ ∗ such that |h(x)| ≤ 1 for x ∈ Σ,
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4. closed under n
1 for some n ≥ 2.

And, without closure under any homomorphic mappings.

Proposition 26. The family of non-empty finite languages is the smallest family of
languages L such that (1) {{ε}} ∪ {{a} | a ∈ Σ} ⊆ L and which is (2) closed under
union and n

1 for some n ≥ 2.

6 Computational Complexity

Here, we consider various decision problems for both shuffle variants motivated by
similar problems for the ordinary shuffle operation [4, 25, 29, 31]. It could be noted
that all problems considered are tractable when considered for 1. However, for 2,
most problems considered are tractable except one that is NP-complete. Hence, the
ability to vary the starting positions of different words when interlacing them consec-
utively, in an alternating fashion, seems to introduce computional hardness. For 1,
we find the following:

Proposition 27. Given L ⊆ Σ∗ represented by a non-deterministic1 automaton and
words w1, . . . , wn ∈ Σ∗, it is decidable in polynomial time if n

1 (w1, . . . , wn) ∈ L.

Proposition 28. Given words w ∈ Σ∗ and v ∈ Σ∗, it is decidable in polynomial
time if w ∈ {v} 1,⊛.

The non-uniform membership for a languages L ⊆ Σ∗ is the computational prob-
lem to decide for a given word w ∈ Σ∗ if w ∈ L. In [25] it was shown that the
shuffle of two deterministic context-free languages can yield a language that has an
NP-complete non-uniform membership problem. This result was improved in [4] by
showing that there even exist linear deterministic context-free languages whose shuffle
gives an intractable non-uniform membership problem.

Next, we show that for the initial literal and the literal shuffle, this could not
happen if the original languages have a tractable membership problem, which is the
case for context-free languages [12].

Proposition 29. Let U, V ⊆ Σ∗ be languages whose membership problem is solvable
in polynomial time. Then, also the membership problems for U 1 V and U 2 V are
solvable in polynomial time.

Proof. Let w be a given word and write w = w1 · · ·wn with wi ∈ Σ for i ∈ {1, . . . , n}.
Then, to check if w ∈ U 2V , we try all decompositions w = xyz with x, y, z ∈ Σ∗

and |y| even. For w = xyz, write y = y1 · · · y2n with yi ∈ Σ and n ≥ 0. Then test if
xy1y3 · · · y2n−1 ∈ U and y2 · · · y2nz ∈ V , or y1y3 · · · y2n−1z ∈ U and xy2 · · · y2n ∈ V , or
xy1y3 · · · y2n−1z ∈ U and y2 · · · y2n ∈ V , or y1y3 · · · y2n−1 ∈ U and xy2 · · · y2nz ∈ V As
U 2 V = V 2 U this is sufficient to find out if w ∈ U 2 V .

For U 1 V , first check if w ∈ U and ε ∈ V , or if ε ∈ U and w ∈ V . If neither
of the previous checks give a YES-answer, then try all decompositions w = yz with
y = y1 · · · y2n for yi ∈ Σ and n > 0. Then, test if y1y3 · · · y2n−1z ∈ U and y2 · · · y2n ∈ V ,
or if y1y3 · · · y2n−1z ∈ V and y2 · · · y2n ∈ U . If at least one of these tests gives a YES-
answer, we have w ∈ U 1 V , otherwise w /∈ U 1 V .

In all cases, only polynomially many tests were necessary.

1 In a non-deterministic automaton the transitions are represented by a relation instead of a func-
tion, see [12].
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A similar procedure could be given for any fixed number n and L1, . . . , Ln ⊆ Σ∗

to decide the membership problem for n
i (L1, . . . , Ln), i ∈ {1, 2} in polynomial time.

Lastly, the following is an intractable problem for the second shuffle variant.

Proposition 30. Suppose |Σ| ≥ 3. Given a finite language L ⊆ Σ∗ represented by a
deterministic automaton and words w1, . . . , wn ∈ Σ∗, it is NP-complete to decide if

n
2 (w1, . . . , wn) ∩ L 6= ∅.

Proof (sketch). We give the basic idea for the hardness proof. Similarly as in [31]
for the corresponding problem in case of the ordinary shuffle and a single word L =
{w} as input, we can use a reduction from 3-Partition. This problem is known to
be strongly NP-complete, i.e., it is NP-complete even when the input numbers are
encoded in unary [8].

3-Partition

Input: A sequence of natural numbers S = {n1, . . . , n3m} such that B =
(
∑3m

i=1 ni)/m ∈ N0 and for each i, 1 ≤ i ≤ 3m, B/4 < ni < B/2.
Question: Can S be partitioned into m disjoint subsequences S1, . . . , Sm such
that for each k, 1 ≤ k ≤ m, Sk has exactly three elements and

∑
n∈Sk

n = B.

Let S = {n1, . . . , n3m} be an instance of 3-Partition. Set

L = {aaauc ∈ {a, b, c}∗ | |u|b = B, |u|a = 0, |u|c = 2}m.

We can construct a deterministic automaton for L in polynomial time. Then, the
given instance of 3-Partition has a solution if and only if

L ∩ n
2 (ab

n1c, abn2c, . . . , abn3mc) 6= ∅.

Lastly, as the constructions in the proof of Lemma 20 are all effective, and the
inclusion problem for regular languages is decidable [12], we can decide if a given
regular language is preserved under any of the shuffle variants.

As the inclusion problem is undecidable even for context-free languages [12], we
cannot derive an analogous result for the other families of languages in the same way.

Proposition 31. For every regular language L ⊆ Σ∗ and i ∈ {1, 2}, we can decide
whether L is closed under n

i , i.e, if
n
i (L, . . . , L) ⊆ L holds.

7 Permuting Arguments

If we permute the arguments of the first shuffle variant n
1 we may get different

results. Also, for the second variant, see Proposition 2, only permuting the arguments
cyclically does not change the result, but permuting the arguments arbitrarily might
change the result, see Example 12.

Here, we introduce two variants of 1 that are indifferent to the order of the
arguments, i.e., permuting the arguments does not change the result, by considering
all possibilities in which the strings could be interlaced. A similar definition is possible
for the second variant.

Definition 32 (n-ary symmetric initial literal shuffle). Let u1, . . . , un ∈ Σ∗ and
x1, . . . , xn ∈ Σ. Then the function n

3 : (Σ∗)n → P(Σ∗) is given by

n
3 (u1, . . . , un) =

⋃

π∈Sn

{ n
1 (uπ(1), . . . , uπ(n))}.
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An even stronger form as the previous definition do we get, if we do not care in
what order we put the letters at each step.

Definition 33 (n-ary non-ordered initial literal shuffle). Let u1, . . . , un ∈ Σ∗

and x1, . . . , xn ∈ Σ. Then define

n
4 (x1u1, . . . , xnun) =

⋃

π∈Sn

xπ(1) · · ·xπ(n)
n
4 (u1, . . . , un)

n
4 (u1, . . . , uj−1, ε, uj+1, . . . , un) =

n−1
4 (u1, . . . , uj−1, uj+1, . . . , un)

1
4(u1) = {u1}.

Similarly as in Definition 16 we can define iterated versions L 3,⊛ and L 4,⊛ for
L ⊆ Σ∗. The following properties follow readily.

Proposition 34. Let L1, . . . , Ln ⊆ Σ∗, π ∈ Sn and i ∈ {3, 4}. Then

1. n
3 (L1, . . . , Ln) =

n
3 (Lπ(1), . . . , Lπ(n));

2. n
4 (L1, . . . , Ln) =

n
4 (Lπ(1), . . . , Lπ(n));

3. { n
1 (L1, . . . , Ln)} ⊆ n

3 (L1, . . . , Ln)} ⊆ n
4 (L1, . . . , Ln);

4. n
i (L1, . . . , Ln) ⊆ L1 · · · Ln;

5. Σ∗ = Σ i,⊛ for i ∈ {3, 4};
6. L 1,⊛

1 ⊆ L 3,⊛
1 ⊆ L 4,⊛

1 ⊆ L ,∗
1 ;

7. for u1, . . . , un, u ∈ Σ∗, if u ∈ n
i ({u1}, . . . , {un}), then |u| = |u1|+ · · ·+ |un|.

With these properties, we find that for the iteration the first and third shuffle
variants give the same language operator.

Lemma 35. For languages L ⊆ Σ∗ we have n
1 (L, . . . , L) =

n
3 (L, . . . , L).

For the iterated version, this gives that the first and third variant are equal.

Corollary 36. Let L ⊆ Σ∗ be a language. Then L 1,⊛ = L 3,⊛.

Hence, with Proposition 19, we can deduce that (abc) 3,⊛ = (abc) 4,⊛ ∩ a∗b∗c∗ =
{ambmcm | m ≥ 0} and so even for finite languages, the iterated shuffles yield lan-
guages that are not context-free.

We find that Lemma 20, Proposition 21, Proposition 22 and Proposition 24 also
hold for the third and fourth shuffle variant. To summarize:

Proposition 37. Let i ∈ {3, 4}. Then:

1. If L is a family of languages closed under intersection with regular languages,
isomorphic mappings and (general) shuffle, then L is closed under n

i for i ∈ {3, 4}
and each n ≥ 1.

2. If L is a full trio, then L is closed under shuffle if and only if it is closed under n
i .

3. For regular L ⊆ Σ∗, it is decidable if n
i (L, . . . , L) ⊆ L.

4. For L ⊆ Σ∗ and the homomorphism h : (Σ ∪ $)∗ → Σ∗ given by h(x) = x for
x ∈ Σ and h($) = ε, we have L ,∗ = h(h−1(L) i,⊛).

5. The families of regular, context-sensitive, recursive and recursively enumerable
languages are closed under n

i and the families of context-sensitive, recursive and
recursively enumerable languages are closed for L i,⊛.

Lastly, we give two examples.



72 Proceedings of the Prague Stringology Conference 2021

Example 38. Set L = {ab, ba}. Define the homomorphism g : {a, b}∗ → {a, b}∗ by
g(a) = b and g(b) = a, i.e., interchanging the symbols.

1. L 1,⊛ = L 3,⊛ = {ug(u) | u ∈ {a, b}∗}.

Proof. Let u1, . . . , un ∈ L and w = n
1 (u1, . . . , un). Then w = I(u1, . . . , un). As

|u1| = . . . = |un| = 2, we can write w = x1 · · ·x2n with xi ∈ {a, b} for i ∈
{1, . . . , 2n}. By Definition 3 of the I-operator, we have, for i ∈ {1, . . . , n}, ui =
xixi+n. So, if ui = ab, then xi = a and xi+n = b, and if ui = ba, then xi = b and
xi+n = a. By Corollary 36, L 1,⊛ = L 3,⊛.

2. L 4,⊛ = {uv | u, v ∈ {a, b}∗, |u|a = |v|b, |u|b = |v|a}.

Proof. Let u1, . . . , un ∈ L and w = n
4 (u1, . . . , un). Then, using the inductive

Definition 33 twice, we find w = uv, where u contains all the first symbols of the
arguments u1, . . . , un in some order, and v all the second symbols. Hence, for each
a in u, we must have a b in v and vice versa. So, w is contained in the set on the
right hand side. Conversely, suppose w = uv with |u|a = |v|b and |u|b = |v|a. Then
set n = |u| = |v|, u = x1 · · ·xn, v = y1 · · · yn with xi, yi ∈ Σ for i ∈ {1, . . . , n}.
We can reorder the letters to match up, i.e., an a with a b and vice versa. More
specifically, we find a permutation π ∈ Sn such that w = I(xπ(1)y1, . . . , xπ(n)yn) ∈

n
4 (x1y1, . . . , xnyn) ∈ L 4,⊛.

8 Conclusion and Summary

The literal and the initial literal shuffle were introduced with the idea to describe the
execution histories of step-wise synchronized processes. However, a closer investiga-
tion revealed that they only achieve this for two processes, and, mathematically, the
lack of associativity of these operations prevented usage for more than two processes.
Also, iterated variants derived from this non-associative binary operations depend
on a fixed bracketing and does not reflect the synchronization of n processes. The
author of the original papers [2, 3] does not discuss this issue, but is more concerned
with the formal properties themselves. Here, we have introduced two operations that
lift the binary variant to an arbitrary number of arguments, hence allowing simulta-
neous step-wise synchronization of an arbitrary number of processes. We have also
introduced iterative variants, which are more natural than the previous ones for the
non-associative binary operations. In summary, we have

1. investigated the formal properties and relations between our shuffle variant oper-
ations,

2. we have found out that some properties are preserved in analogy to the binary
case, but others are not, for example commutativity, see Proposition 17;

3. we have shown various closure or non-closure properties for the family of languages
from the Chomsky hierarchy and the recursive languages;

4. used one shuffle variant to characterize the family of finite languages;
5. in case of a full trio, we have shown that their expressive power coincides with

the general shuffle, and, by results from [2, 3], with the initial literal and literal
shuffle;

6. we have investigated various decision problems, some of them are tractable even
if an analogous decision problem with the general shuffle operation is intractable.
However, we have also identified an intractable decision problem for our second
n-ary shuffle variant.
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As seen in Proposition 30 for the NP-complete decision problem, we needed an
alphabet of size at least three. For an alphabet of size one, i.e., an unary alphabet, the
n-ary shuffle for any of the variants considered reduces to the (n-times) concatenation
of the arguments, which is easily computable. Then, deciding if the result of this
concatenation is contained in a given regular language could be done in polynomial
time. So, a natural question is if the problem formulated in Proposition 30 remains NP-
complete for binary alphabets only. Also, it is unknown what happens if we alter the
problem by not allowing a finite language represented by a deterministic automaton
as input, but only a single word, i.e., |L| = 1. For the general shuffle, this problem is
NP-complete, but it is open what happens if we use the second n-ary variant. Also,
it is unknown if the problem remains NP-complete if we represent the input not by
an automaton, but by a finite list of words.
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